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Abstract. Emotion recognition from facial images is a very active re-
search topic in human computer interaction (HCI). However, most of
the previous approaches only focus on the frontal or nearly frontal view
facial images. In contrast to the frontal/nearly-frontal view images, emo-
tion recognition from non-frontal view or even arbitrary view facial im-
ages is much more difficult yet of more practical utility. To handle the
emotion recognition problem from arbitrary view facial images, in this
paper we propose a novel method based on the regional covariance matrix
(RCM) representation of facial images. We also develop a new discrimi-
nant analysis theory, aiming at reducing the dimensionality of the facial
feature vectors while preserving the most discriminative information, by
minimizing an estimated multiclass Bayes error derived under the Gaus-
sian mixture model (GMM). We further propose an efficient algorithm to
solve the optimal discriminant vectors of the proposed discriminant anal-
ysis method. We render thousands of multi-view 2D facial images from
the BU-3DFE database and conduct extensive experiments on the gener-
ated database to demonstrate the effectiveness of the proposed method.
It is worth noting that our method does not require face alignment or
facial landmark points localization, making it very attractive.

1 Introduction

The research on human’s emotion can be traced back to the Darwin’s pioneer
work in [1] and since then has attracted a lot of researchers to this area. Accord-
ing to Ekman et al. [2], there are six basic emotions that are universal to human
beings, namely, angry (AN), disgust (DI), fear (FE), happy (HA), sad (SA), and
surprise (SU), and these basic emotions can be recognized from human’s facial
expression. Nowadays, the recognition of these six basic emotions from human’s
facial expressions has become a very active research topic in human computer
interaction (HCI). During the past decades, various methods have been proposed
for emotion recognition. One may refer to [3][4][5][6] for a survey.

Although emotion recognition has been extensively explored in the past
decades, most of the previous approaches focus on the frontal or nearly frontal
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view facial images. But actually emotion recognition from non-frontal view or
even arbitrary view facial images is of more practical utility. However, recogniz-
ing the non-frontal view emotions is very difficult. To the best of our knowledge,
only a few papers address this issue [7][8][9][10][11][12][14]. In [12], Hu et al.
investigated the facial expression recognition problem on a set of images with
five yaw views, i.e., 0o, 30o, 45o, 60o, and 90o, which are generated from the BU-
3DFE database [13]. They used the geometric features defined on the landmark
points around the eyes, eye-brow and mouth to represent the face images and
then conducted the emotion recognition with various classifiers. Instead of using
geometric features, Zheng et al. [14] used sparse SIFT features [15] extracted at
83 landmark points to represent the facial images. They also proposed a novel
feature extraction method, based on an upper bound of the multi-class Bayes
error under the Gaussian assumption, to reduce the dimensionality of the feature
vectors. However, a common limitation of both methods is that the landmark
points are known apriori from the original 3D face models. This may severely
limit their practical applications, where no 3D face model is available. Moreover,
the effectiveness of both methods is only evaluated using facial images in limited
views, i.e., five yaw views. In practice, one may encounter much more different
views in emotion recognition. In addition, the assumption of Gaussian distribu-
tion for each emotion category in [14] may not suffice for the true distributions
of the data.

In this paper, we address the emotion recognition problem from arbitrary
view facial images. To this end, we propose a novel facial image representation
method, which enables us to avoid the face alignment or facial feature localiza-
tion. The basic idea of the proposed image representation method is to use the
region covariance matrix (RCM) [16][17] of the facial region. More specifically,
we first detect the facial region from a given facial image [18], then extract a set
of dense SIFT feature vectors from each facial image. The concept of dense SIFT
feature vectors is illustrated in Fig.1, where the whole facial region is divided
into some patches, and at the center of each patch we extract a 128-dimensional
SIFT feature vector. The RCM of the facial region is then obtained by com-
puting the covariance of the SIFT vectors. However, it should be noted that,
as the dimensionality of the SIFT vectors is 128, the number of entries to be
estimated in RCM may be much larger than the number of SIFT feature vectors
extracted from each facial image. On the other hand, since the SIFT features are
extracted from arbitrary view facial images, they may carry much information
that are irrelevant to the emotion recognition. Therefore, extracting the most
discriminative features from the raw SIFT feature vectors is advantageous and
necessary for improving the recognition performance.

Recall that in [14], Zheng et al. propose a discriminative feature extraction
method based on an estimated Bayes error using the Gaussian distributions.
However, when the samples, i.e., the SIFT feature vectors, are extracted from
arbitrary view facial images, only a single Gaussian may not be enough to ac-
curately model the distribution of the samples. To accurately model the dis-
tribution of each basic emotion class, in this paper we instead use mixtures of
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Fig. 1. The whole facial region is divided into some patches, and each patch produces
a SIFT feature vector.

Gaussians, rather than a single Gaussian. The Gaussian mixture model (GMM)
can be obtained via the expectation-maximization (EM) algorithm [19]. Under
the GMM model, we derive a new upper bound of the multi-class Bayes error.
Based on this upper bound, we develop a new discriminant analysis method,
hereafter called the Bayes discriminant analysis via GMM (BDA/GMM), to re-
duce the dimensionality of the SIFT feature vectors while preserving the most
discriminative information. Moreover, we also propose an efficient algorithm to
solve for the optimal discriminant vectors of BDA/GMM.

The rest of this paper is organized as follows. In section 2, we describe the
feature representation method. In section 3, we propose our BDA/GMMmethod.
In section 4, we present an efficient algorithm for BDA/GMM. In section 5, we
show the emotion classification. The experiments are presented in section 6.
Finally section 7 concludes our paper.

2 Feature Representation

2.1 SIFT Feature Descriptor

In [14], Zheng et al. extracted a set of SIFT features at 83 pre-defined landmark
points to describe a facial image. Then they concatenated the SIFT features to
represent the image and perform classification. Their experiments demonstrated
the effectiveness of SIFT features for emotion recognition. In practical applica-
tions, however, automatically locating the landmark points from arbitrary view
facial image is very challenging. To overcome this problem, we use the so-called
dense SIFT features description method illustrated in Fig.1 to describe the fa-
cial image, which does not need the face alignment and facial landmark points
localization. More specifically, we divide the whole facial region into a set of
patches. Then, we extract 128-dimensional SIFT features at the center of each
patch. These features are finally used for the calculation of RCM.
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2.2 RCM for Facial Image Representation

RCM was originally proposed for image representation and had been successfully
applied to face detection, texture recognition, and pedestrian detection [16][17].
RCM can not only capture the statistical properties of the samples, but also
be invariant to the image translation, scale and rotation changes. On the other
hand, for emotion recognition we may need to integrate the SIFT feature vectors
of each image to form a data point and then conduct the classification. Based
on the above analysis, we use RCM to represent each facial image in this paper.

However, it should be noted that the entry number of RCM is proportional
to the squared dimensionality of the SIFT feature vectors. For example, in this
paper the dimensionality of the raw SIFT feature vectors is 128, resulting in
(128×128+128)/2=8256 entries to be estimated in RCM. However, the number
of SIFT vectors we extract from each facial image is about 450, which is much less
than the number of parameters to be estimated in RCM. On the other hand, con-
sidering that the SIFT features are extracted from arbitrary view facial images,
they may contain much information irrelevant to the emotion recognition. So it
will be advantageous and necessary to reduce the dimensionality of the SIFT
feature vectors before using the RCM representation. In the next section, we
will propose a novel discriminant analysis theory aiming at reducing the dimen-
sionality of the facial feature vectors while preserving the most discriminative
information.

3 BDA/GMM: Bayes Discriminant Analysis via Gaussian
Mixture Model

In this section, we propose the BDA/GMMmethod for dimensionality reduction.
Let Xi = {xi,1,xi,2, · · · ,xi,Ni} ∈ IRd (i = 1, 2, · · · , c) denote the ith class data
set, where xi,j represents the j-th sample of the i-th class, Ni is the number of
samples in the i-th class, and c denotes the number of classes.

3.1 Gaussian Mixture Model

Let pi(x|x ∈ Xi) denote the class distribution function of Xi. Then the GMM
of pi(x|x ∈ Xi) can be expressed as follows:

pi(x|x ∈ Xi) =

Ki∑
r=1

πi,rN (x|mi,r,Σi,r), (1)

where each Gaussian density

N (x|mi,r,Σi,r) =
1

(2π)
d
2 |Σi,r|

1
2

exp

{
−1

2
(x−mi,r)

TΣ−1
i,r (x−mi,r)

}
,

is called a Gaussian mixture component, the parameters πi,r (0 ≤ πi,r ≤ 1

and
∑Ki

r=1 πi,r = 1) are called the mixing coefficients, and Ki is the number of
Gaussian mixture components. The parameters πi,r, mir, and Σi,r of the GMM
in (1) can be estimated via the EM algorithm [19].
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3.2 An Upper Bound of Two-class Bayes Error

Let pk(x|x ∈ Xk) and Pk be the class distribution density function and the prior
probability of the k-th class, respectively. Then the Bayes error between the i-th
class and the j-th class can be expressed as [21]:

ε =

∫
min {Pipi(x|x ∈ Xi), Pjpj(x|x ∈ Xj)} dx. (2)

Let π̂k,q = Pkπk,q and Nk,q = N (x|mk,q,Σk,q). Then from (1) we have

min {Pipi(x|x ∈ Xi), Pjpj(x|x ∈ Xj)}

= min


Ki∑
r=1

π̂i,rNi,r,

Kj∑
l=1

π̂j,lNj,l

 ≤
∑
r

min

π̂i,rNi,r,

Kj∑
l=1

π̂j,lNj,l


≤
∑
r

∑
l

min {π̂i,rNi,r, π̂j,lNj,l} ≤
∑
r

∑
l

√
π̂i,rπ̂j,lNi,rNj,l, (3)

where we have used the inequality min(a, b) ≤
√
ab, ∀a, b ≥ 0 in the last inequal-

ity of (3). By substituting (3) into (2), we have the following upper bound of the
Bayes error [21]:

ε ≤ εij =
∑
r

∑
l

√
π̂i,rπ̂j,l exp

(
−Dr,l

i,j

)
, (4)

where

Dr,l
i,j =

1

8
(mi,r −mj,l)

T (Σ̄r,l
i,j)

−1(mi,r −mj,l) +
1

2
ln

|Σ̄r,l
i,j |√

|Σi,r||Σj,l|
, (5)

in which Σ̄r,l
i,j =

1
2 (Σi,r +Σj,l).

Project x onto a line in direction ω ∈ IRd, then the following theorem holds:
Theorem 1. Let pi(x|x ∈ Xi) expressed in (1) denote the distribution function
of the i-th class. Then the class distribution function p̃i(ω

Tx|x ∈ Xi) of the
projected samples ωTx is also a mixture of Gaussians:

p̃i(ω
Tx|x ∈ Xi) =

Ki∑
r=1

πi,rN (ωTx|ωTmi,r, ω
TΣi,rω). (6)

Proof: See supplementary materials. �
From Theorem 1, equation (5) becomes

D̃r,l
i,j =

1

8

[
ωT (mi,r −mj,l)

]2
ωT Σ̄r,l

i,jω
+

1

2
ln

ωT Σ̄r,l
i,jω√

(ωTΣi,rω)(ωTΣj,lω)
, (7)

and the upper bound of the Bayes error in (4) becomes

εij =
∑
r

∑
l

√
π̂i,rπ̂j,l

(
ωT Σ̄r,l

i,jω√
(ωTΣi,rω)(ωTΣj,lω)

)− 1
2

exp

{
−1

8

[ωT (mi,r −mj,l)]
2

ωT Σ̄r,l
i,jω

}
.

(8)
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To find a useful upper bound of εij , we introduce the following two lemmas:

Lemma 1. Let f(x) = (1 − x2)
1
4 (0 ≤ x ≤ 1). Then f̂(x) =

(
3
4

) 1
4
(
7
6 − 1

3x
)

(0 ≤ x ≤ 1) is the tightest linear upper bound of f(x) in the sense that the total

gap
∫ 1

0
[f̂(x)− f(x)]dx between them is minimum.

Proof: See supplementary materials. �
Lemma 2. Let h(x) = exp(−x) (0 ≤ x ≤ a). Then ĥ(x) = 1 − 1− exp(−a)

a
x

(0 ≤ x ≤ a) is the tightest linear upper bound of h(x).
Proof: h(x) is a convex function on the interval [0, a]. So the linear function
passing through its two ends, (0, h(0)) and (a, h(a)), is the tightest linear upper

bound of h(x). This function is ĥ(x). �
From Lemmas 1 and 2, we have:(

ωT Σ̄r,l
i,jω√

(ωTΣi,rω)(ωTΣj,lω)

)− 1
2

≤ A0 −A1

|ωT∆Σr,l
i,jω|

ωT Σ̄r,l
i,jω

, (9)

exp

{
−1

8

[ωT (mi,r −mj,l)]
2

ωT Σ̄r,l
i,jω

}
≤ 1−Bij

[ωT (mi,r −mj,l)]
2

ωT Σ̄r,l
i,jω

, (10)

where A0 =
(
3
4

) 1
4 7

6 , A1 =
(
3
4

) 1
4 1

3 , ∆Σr,l
i,j =

Σi,r−Σj,l

2 , and Bij = 1−e−λij

8λij
, in

which λij = maxω
1
8

ωTBr,l
i,jω

ωT Σ̄r,l
i,jω

and Br,l
i,j = (mi − mj)(mi − mj)

T . Applying (9)

and (10) to (8), we have

εij≤
∑
r

∑
l

√
π̂i,rπ̂j,l

{(
A0 −A1

|ωT∆Σr,l
i,jω|

ωT Σ̄r,l
i,jω

)

− Bij

[
min
ω

(
A0 −A1

|ωT∆Σr,l
i,jω|

ωT Σ̄r,l
i,jω

)]
[ωT (mi,r −mj,l)]

2

ωT Σ̄r,l
i,jω

}

=
∑
r

∑
l

√
π̂i,rπ̂j,l

(
A0−A1

|ωT∆Σr,l
i,jω|

ωT Σ̄r,l
i,jω

−Bij(A0−A1)
[ωT (mi,r−mj,l)]

2

ωT Σ̄r,l
i,jω

)
,(11)

where we have used the fact that 0 ≤ |ωT∆Σijω|
ωT Σ̄ijω

≤ 1.

3.3 An Upper Bound of Multiclass Bayes Error

For the c classes problem, the Bayes error can be upper bounded as ε ≤ 1
2

∑
i

∑
j ̸=i εij

[20]. Then, from (11) we obtain that

ε ≤ A0

2

∑
i

∑
j ̸=i

∑
r

∑
l

√
π̂i,rπ̂j,l −

A1

2

∑
i

∑
j ̸=i

∑
r

∑
l

√
π̂i,rπ̂j,l

∣∣∣ωT (∆Σr,l
i,j)ω

∣∣∣
ωT Σ̄r,l

i,jω

−Bmin(A0 −A1)

2

∑
i

∑
j ̸=i

∑
r

∑
l

√
π̂i,rπ̂j,l

[ωT (mi,r −mj,l)]
2

ωT Σ̄r,l
i,jω

, (12)
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where Bmin = mini,j {Bij} = 1−e−λmax

8λmax
and λmax = maxi,j{λij}. Recursively

applying the following inequality

a

b
+

c

d
≥ a+ c

b+ d
, ∀a, c ≥ 0; b, d > 0 (13)

to the error bound in (12), we have the following upper bound of the Bayes error:

ε≤ A0

2

∑
i

∑
j ̸=i

∑
r

∑
l

√
π̂i,rπ̂j,l −

A1

2

∑
i

∑
j ̸=i

∑
r

∑
l(π̂i,rπ̂j,l)

3
2 |ωT∆Σr,l

i,jω|∑
i

∑
j ̸=i

∑
r

∑
l π̂i,rπ̂j,lωT Σ̄r,l

i,jω

−Bmin(A0 −A1)

2

∑
i

∑
j ̸=i

∑
r

∑
l(π̂i,rπ̂j,l)

3
2 [ωT (mi,r −mj,l)]

2∑
i

∑
j ̸=i

∑
r

∑
l π̂i,rπ̂j,lωT Σ̄r,l

i,jω
. (14)

3.4 Our BDA/GMM Method

As the exact value of the Bayes error is hard to evaluate, to minimize the Bayes
error, we may minimize its upper bound instead. From (14) we may maximize
the following function

J(ω) =

∑
i

∑
j ̸=i

∑
r

∑
l(π̂i,rπ̂j,l)

3
2 [ωT (mi,r −mj,l)]

2∑
i

∑
j ̸=i

∑
r

∑
l π̂i,rπ̂j,lωT Σ̄r,l

i,jω

+
A1

Bmin(A0 −A1)

∑
i

∑
j ̸=i

∑
r

∑
l(π̂i,rπ̂j,l)

3
2 |ωT∆Σr,l

i,jω|∑
i

∑
j ̸=i

∑
r

∑
l π̂i,rπ̂j,lωT Σ̄r,l

i,jω
. (15)

Let
B =

∑
i

∑
j ̸=i

∑
r

∑
l

(π̂i,rπ̂j,l)
3
2 (mi,r −mj,l)(mi,r −mj,l)

T

and
Σ̄ =

∑
i

∑
j ̸=i

∑
r

∑
l

π̂i,rπ̂j,lΣ̄
r,l
i,j .

Then we have the following discriminant criterion

J(ω, µ) =
ωTBω

ωT Σ̄ω
+ µ

∑
i

∑
j ̸=i

∑
r

∑
l(π̂i,rπ̂j,l)

3
2 |ωT (Σi,r −Σj,l)ω|

ωT Σ̄ω
, (16)

where 0 ≤ µ ≤ A1

Bmin(A0−A1)
is a parameter to make the upper bound tighter,

whose optimal value can be found by cross validation. Based on the above
discriminant criterion J(ω, µ), we define the optimal discriminant vectors of
BDA/GMM as follows [14]:

ω1 = argmax
ω

J(ω, µ), and ωk = arg max
ωT Σ̄ωj=0,

j=1,··· ,k−1

J(ω, µ), (k > 1). (17)
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4 An Efficient Algorithm for BDA/GMM

Let ω = Σ̄− 1
2α, Σ̂i,r = Σ̄− 1

2Σi,rΣ̄
− 1

2 , Σ̂j,l = Σ̄− 1
2Σj,lΣ̄

− 1
2 , and B̂ = Σ̄− 1

2BΣ̄− 1
2 .

Then the optimization problem (17) becomes:

α1 = argmax
α

Ĵ(α, µ), and αk = arg max
αTUk−1=0

Ĵ(α, µ), (18)

where
Uk−1 = [Σ̄−1α1, Σ̄

−1α2, · · · , Σ̄−1αk−1] and

Ĵ(α, µ) =
αT B̂α

αTα
+ µ

∑
i

∑
j ̸=i

∑
r

∑
l(π̂i,rπ̂j,l)

3
2 |αT (Σ̂i,r − Σ̂j,l)α|

αTα
.

Let K = max{Ki|i = 1, 2, · · · , c}, S = (S)c×c×K×K be a c × c × K × K
sign tensor whose elements (S)ijrl = sijrl ∈ {+1,−1}, and Ω = {S|(S)ijrl ∈
{+1,−1}} denote the set of sign tensors. Further define

T(S, µ) = B̂+ µ
∑
i

∑
j ̸=i

∑
r

∑
l

(π̂i,rπ̂j,l)
3
2 sijrl(Σ̂i,r − Σ̂j,l).

Then we have

Ĵ(α, µ) = max
S∈Ω

αTT(S, µ)α

αTα
. (19)

From (18) and (19), the optimal vectors αi in (18) can be expressed as

α1 = argmax
S∈Ω

max
α

αTT(S, µ)α

αTα
,

· · ·

αk = argmax
S∈Ω

max
αTUk−1=0

αTT(S, µ)α

αTα
. (20)

Suppose that the sign tensor S is fixed, then the first vector α1 in (20) is
the eigenvector associated with the largest eigenvalue of T(S, µ). The principal
eigenvector of a matrix can be efficiently computed via the power iteration ap-
proach [22]. Suppose that we have obtained the first k vectors α1, · · · , αk. Then
the (k + 1)-th vector αk+1 can be solved thanks to the following theorem [14]:
Theorem 2. Let QrRr be the QR decomposition of Ur, where R is an r ×
r upper triangular matrix. Then αr+1 defined in (20) is the principal eigen-
vector corresponding to the largest eigenvalue of the following matrix (Id −
QrQ

T
r )T(S, µ)(Id −QrQ

T
r ).

In [14], Zheng et al. proposed a greedy search approach to solve the subop-
timal solution to a similar optimization problem as (20), where each element
of S should be checked at least once in each iteration of finding the suboptimal
vectors. Consequently, the computation cost would increase drastically when the
number of Gaussian mixture components grows. To reduce the computational
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Algorithm 1: Solution method for ωi (i = 1, 2, · · · , k)

Input:

– GMM parameters mi,r (i = 1, · · · , c) and Σi,r, π̂i,r, and Ki. Parameter µ.

Initialization:

1. Compute matrices Σ̄ and B; Perform SVD of Σ̄: Σ̄ = UΛUT , compute Σ̄− 1
2 =

UΛ− 1
2UT and Σ̄−1 = UΛ−1UT , Σ̂i,r = Σ̄− 1

2Σi,rΣ̄
− 1

2 , B̂ = Σ̄− 1
2BΣ̄− 1

2 ;

For i = 1, 2, · · · , k, Do

1. Set S← ones(c, c,K,K), where K = max{Ki|i = 1, · · · , c}, S1 ← S;
2. Solve the principal eigenvector of B̂αi = λαi via the power method;
3. Set (S1)ijlr ← sign(αi

T (Σ̂i,r − Σ̂j,l)αi);
4. While S ̸= S1, Do

(a) Set S← S1;

(b) Compute T(S, µ) = B̂ + µ
∑

i

∑
j ̸=i

∑
r

∑
l sijrl(πi,rπj,l)

3
2 (Σ̂i,r − Σ̂j,l) and

solve the principal eigenvector of T(S, µ)αi = λαi via the power method;
(c) Set (S1)ijlr ← sign(αi

T (Σ̂i,r − Σ̂j,l)αi);
5. If i = 1, qi ← αi, qi ← qi/∥qi∥, and Q1 ← qi;

else qi ← αi −Qi−1(Q
T
i−1αi), qi ← qi/∥qi∥, and Qi ← (Qi−1 qi);

6. Compute Σ̂p,q ← Σ̂p,q − (Σ̂p,qqi)q
T
i − qi(q

T
i Σ̂p,q) + qi(q

T
i Σ̂p,qqi)q

T
i (p =

1, · · · , c; q = 1, · · · ,Kp );
7. Compute B̂← B̂− B̂qiq

T
i − qi(q

T
i B̂) + qi(q

T
i B̂qi)q

T
i

Output:

– ωi =
1√

αT
i Σ̄

−1αi

Σ̄− 1
2αi, i = 1, 2, · · · , k.

cost, here we propose a much more efficient algorithm to find the suboptimal
solutions to (20). To this end, we introduce the following definition:
Definition 1: Let S1 and S2 be two sign tensors and α1 and α2 be the prin-
cipal eigenvectors of T(S1, µ) and T(S2, µ), respectively. If αT

2 T(S2, µ)α2 >
αT
1 T(S1, µ)α1, then we say that S2 is better than S1.

According to Definition 1, solving the optimal solution in (20) boils down to
finding the best sign tensor S. Then we have the following theorem:
Theorem 3. Suppose that α(1) is the principal eigenvector of T(S1, µ) and S2

is defined as (S2)ijrl = sign(α(1)T (Σ̂i,r − Σ̂j,l)α
(1)). Then S2 is better than S1.

Proof: See supplementary materials. �
Thanks to Theorem 3, we are able to improve the sign tensor step by step. We
give the pseudo-code of solving k most discriminant vectors of our BDA/GMM
method in Algorithm 1.
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5 Classification

Suppose that fp (p ∈ I) are the raw SIFT feature vectors extracted from an
image z using the method described in section 2, where I denotes the center
positions of the patches in z. Let W = [ω1, ω2, · · · , ωk] and gp = WT fp ∈ IRk

be the projected feature vectors of fp onto W. Let Mcov denote the covariance
matrix of the feature vectors {gp|p ∈ I}. Since Mcov is a symmetric matrix,
we concatenate the elements in the upper triangular part of Mcov into a vector
vcov. Then we have the final feature vector v = vcov/∥vcov∥ after normalizing
vcov. Now we can train a classifier, e.g., the support vector machine (SVM) [19],
Adaboost [23], or simply the linear classifier [21], using all the vectors v. For a
test facial image, we use the same method to obtain the corresponding vector
vtest, and then classify it using the trained classifier. In this paper, we choose
the linear classifier for our emotion recognition task.

6 Experiments

In this section, we conduct experiments to demonstrate the effectiveness of the
proposed method. Since no facial expression database with arbitrary view facial
images is available, we conduct our experiments on the facial images generated
from the BU-3DFE database [13]. More specifically, by projecting the 3D facial
expression models in the BU-3DFE database in various directions, we can gen-
erate a set of 2D facial images with various facial views. The BU-3DFE database
consists of 3D facial expression models of 100 subjects (56 female and 44 male).
For each subject, there are 6 basic emotions with 4 levels of intensities. In our
experiments, we only choose the 3D models with the highest level of intensity to
generate 35 facial images corresponding to 35 projection directions, i.e., seven
yaw angles (−45o, −30o, −15o, 0o, +15o, +30o, and +45o) and five pitch angles
(−30o, −15o, 0o, +15o, and +30o). Consequently, we have 100×6×5×7 = 21000
facial images in total for our experiments. Fig. 2 shows some examples of the
generated face images.

We adopt a five-fold cross validation strategy [21] to conduct the experiments.
More specifically, we randomly divide the 100 subjects into five groups, each one
having 20 subjects. In each trail of the experiment, we choose one group as test
set and the other ones as training set. We conduct five trials of the experiment in
total such that each subject is used as test data once. For all the experiments, we
fit the GMM with 5 different numbers, i.e., 16, 32, 64, 128, and 256, of Gaussian
mixture components, and for each choice of the number of Gaussian mixture
components, we apply our BDA/GMM algorithm to reduce the dimensionality
of the SIFT feature vectors from 128 to 30. The parameter µ in the discriminant
criterion (16) is simply fixed at µ = 0.5 in all the experiments. Note that a better
choice of its value may result in better performance.

Table 1 summarizes the experimental results of the overall error rates as well
as the error rates of each emotion with different numbers of Gaussian mixture
components. Fig.3 shows the overall confusion matrix of recognizing the six basic
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Fig. 2. Some facial images rendered from the BU-3DFE database, covering the facial
images of six basic emotions, seven yaw angles, and five pitch angles.

Table 1. The overall error rates (%) of the proposed method under different numbers
of Gaussian mixture components.

mixture # 16 32 64 128 256

AN 43.51 43.46 42.37 43.23 42.60

DI 31.71 32.20 32.60 32.00 31.89

FE 45.06 44.60 46.49 45.17 44.89

HA 16.74 16.20 17.34 15.60 16.57

SA 44.31 43.80 41.11 41.03 42.09

SU 14.57 14.29 13.26 13.31 12.57

Ave 32.65 32.42 32.20 31.72 31.77

emotions, in which 256 Gaussian mixture components are used. From Table 1,
one can see that the lowest error rate is 31.72%, achieved when 128 Gaussian
mixture components are used. We can also see from Table 1 and Fig.3 that the
emotions easiest to be recognized are happy and surprise, and the remaining
emotions are more difficult.

Table 2 shows the overall error rates of the proposed method across various
facial views when 256 Gaussian mixture components are used. In Table 2, each
row of the table represents the overall error rates of different pitch angles (from
−30o to +30o), while each column represents the overall error rates of different
yaw angles (from −45o to +45o). From Table 2, one can clearly see that both yaw
angles and pitch angles can affect the emotion recognition performance, where
the best results are achieved when the facial images are frontal or near frontal.
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Fig. 3. The overall confusion matrix of the proposed method, where 256 Gaussian
mixture components are used.

Table 2. Average error rates (%) of different emotions versus different views using our
method, where 256 Gaussian mixture components are used.

−30o −15o 0o +15o +30o Ave

−45o 39.67 35.67 31.00 33.00 43.00 36.47
−30o 30.67 28.33 27.67 28.50 38.50 30.73
−15o 28.33 29.17 25.83 25.83 33.17 28.47

0o 30.83 27.83 25.17 25.67 31.83 28.27
+15o 32.33 29.33 26.33 28.50 32.00 29.70
+30o 32.33 29.33 29.33 32.67 35.50 31.83
+45o 40.17 33.50 31.33 35.83 43.67 36.90

Ave 33.48 30.45 28.10 30.00 36.81 31.77

As there are no other methods proposed for arbitrary view emotion recogni-
tion, we can only provide our own experimental results. Nevertheless, for com-
parison we also provide the results of two approaches. One is to use the linear
discriminant analysis (LDA) to replace our BDA/GMM method for reducing the
dimensionality of the SIFT feature vectors, and the other one is to replace the
Gaussian mixtures in our BDA/GMM method with single Gaussian, denoted
by BDA/Gaussian, to model each class (i.e., a view is a class) and then repeat
the rest procedures in our paper, where the remaining experimental settings in
both approaches are the same as those for our BDA/GMM. Fig.4 presents the
overall error rates of the three methods. From Fig.4, one can clearly see that our
BDA/GMM method achieves much better results than the LDA.
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Fig. 4. Average error rate comparisons among LDA, BDA/Gaussian, and BDA/GMM.

7 Conclusions

In this paper we have proposed a new method to address the emotion recognition
problem from arbitrary view facial images. A major advantage of this method is
that it does not need face alignment or facial landmark points localization from
arbitrary view facial images, both of which are very challenging. As an important
part of our emotion recognition system, a novel discriminant analysis theory,
called the BDA/GMM, is also developed. This new discriminant analysis theory
is derived by minimizing a new upper bound of the Bayes error which is derived
using the Gaussian mixture model. The proposed method is tested on a lot of
facial images with various views, generated from 3D facial expression models in
the BU-3DFE database. The experimental results show that our method can
achieve a satisfactory recognition performance.

It is worth noting that, although having been proven to be an effective image
representation method, the RCM representation may also discard some useful
discriminant information, e.g., the class means of samples. Therefore, finding
a better image representation method may help to improve the performance of
emotion recognition. This will be one of our future work. We will also investigate
whether a more advanced classifier, e.g., SVM [19] and Adaboost [23], can greatly
improve the recognition performance.
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