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Abstract—In this paper, we propose a new definition of tensor Schatten-$p$ norm (t-Schatten-$p$ norm) based on t-SVD, and prove that this norm has similar properties to matrix Schatten-$p$ norm. More importantly, the t-Schatten-$p$ norm can better approximate the $\ell_1$ norm of the tensor multi-rank with $0 < p < 1$. Therefore, it can be used for the Low-Rank Tensor Recovery problems as a tighter regularizer. We further prove the tensor multi-Schatten-$p$ norm surrogate theorem and give an efficient algorithm accordingly. By decomposing the target tensor into many small-scale tensors, the non-convex optimization problem ($0 < p < 1$) is transformed into many convex sub-problems equivalently, which can greatly improve the computational efficiency when dealing with large-scale tensors. Finally, we provide the theories on the conditions for exact recovery in the noiseless case and give the corresponding error bounds for the noise case. Experimental results on both synthetic and real-world datasets demonstrate the superiority of our t-Schatten-$p$ norm in the Tensor Robust Principle Component Analysis and the Tensor Completion problems.

Index Terms—Tensor Schatten-$p$ norm, low-rank, tensor decomposition, convex optimization.

I. INTRODUCTION

In computer vision and pattern recognition, data structures are becoming more and more complex. Thus multidimensional arrays (also called as tensors) attract more and more attention recently. Many problems can be converted to the Low-Rank Tensor Recovery (LRTR) problems, such as video denoising [3], video inpainting [4], subspace clustering [5], recommendation systems [6], multitask learning [7], etc. The LRTR problem aims to recover the original low-rank tensor based on the observed corrupted/disturbed tensor. It can be formulated as the following problem:

$$\begin{align*}
\min_{\mathcal{X}} & \quad \text{rank}(\mathcal{X}), \\
\text{s.t.} & \quad \Psi(\mathcal{X}) = \mathcal{T},
\end{align*}$$

(1)

where $\mathcal{T}$ is the observed measurement by a linear operator $\Psi(\cdot)$ and $\mathcal{X}$ is the clean data. Similar to the matrix case, the operation rank(·) works as a sparsity regularization of tensor singular values. Unfortunately, none of the existing definitions of tensor rank work well in practice. They are all related to particular tensor decompositions [8]. For example, CP-rank [9] is based on the CANDDECOMP/PARAFAC decomposition [10]; Tucker-rank [11] is based on the Tucker Decomposition [12]; and tensor multi-rank and tubal-rank [2] are based on t-SVD [1].

Minimizing the rank function directly is usually NP-hard and is difficult to be solved within polynomial time, hence we often replace the function rank($\mathcal{X}$) by its convex/non-convex surrogate function $f(\mathcal{X})$:

$$\begin{align*}
\min_{\mathcal{X}} & \quad f(\mathcal{X}), \\
\text{s.t.} & \quad \Psi(\mathcal{X}) = \mathcal{T}.
\end{align*}$$

(2)

The main difference among the present LRTR models is the choice of surrogate function $f(\cdot)$.

Based on CP-decomposition [10], Friedland et al. [14] introduce cTNN (Tensor Nuclear Norm based on CP) as the convex relaxation of the tensor CP-rank:

$$\|\mathcal{T}\|_{cTNN} = \inf \left\{ \sum_{i=1}^{r} \lambda_i : \mathcal{T} = \sum_{i=1}^{r} \lambda_i \mathbf{u}_i \otimes \mathbf{v}_i \otimes \mathbf{w}_i \right\},$$

(3)

where $\|\mathbf{u}_i\| = \|\mathbf{v}_i\| = \|\mathbf{w}_i\| = 1$ and $\otimes$ represents the vector outer product. Yuan et al. [15] give the sub-gradient of cTNN by leveraging its dual property, therefore we can solve the cTNN minimization problem by using some traditional gradient-based methods. It is worth mentioning that, for a given tensor $\mathcal{T} \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_k}$, calculating its CP-rank [9] is usually NP-complete [16], [17], which means that we cannot verify the consistency of cTNN’s implicit decomposition with the ground-truth CP-decomposition. Moreover, it is hard to measure the cTNN’s tightness relative to the CP-rank since whether cTNN satisfies the continuous analogue of Comon’s conjecture [14] remains unknown. What’s more, inconsistent with the
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two-dimensional case, one cannot extent cTNN to the tensor Schatten-\( p \) norm because the infimum will be identically 0 when the \( \ell_1 \) norm of the coefficients is replaced by an \( \ell_p \) norm for any \( p > 1 \) \cite{14}. All the above reasons limit the application of cTNN to the LRTR problem.

To avoid the NP-complete CP decomposition, Liu et al. \cite{13} define a kind of tensor nuclear norm named SNN (Sum of Nuclear Norm) based on the Tucker decomposition \cite{12}:

\[
\|T\|_{SNN} = \sum_{i=1}^{dim} \|T_{(i)}\|_*, \tag{4}
\]

where \( T_{(i)} \) denotes unfolding the tensor along the \( i \)-th dimension and \( \| \cdot \|_* \) is the nuclear norm of a matrix, i.e., sum of singular values. Because SNN is easy to compute, it has been widely used, e.g., \cite{13, 18, 19}. By considering the subspace structure in each mode, Kasai et al. \cite{18} propose a Riemannian manifold based tensor completion method (RMTC). However, Paredes et al. \cite{20} point out that SNN is not the tightest convex relaxation of the Tucker-n-rank \cite{11}, and is actually an overlap regularization of it. They further propose an alternative convex relaxation of Tucker-n-rank \cite{11} which is tighter than SNN. Tomioka et al. \cite{21} introduce a tensor Schatten-\( p \) norm based on SNN, and Li et al. \cite{19} achieve a better experimental results on the tensor completion (TC) problem than the original SNN. Nonetheless, they still simply unfold the high-order tensor into matrices, which will unavoidably destroy the intrinsic structure of tensor data.

In order to maintain the internal structure of high-dimensional arrays, Kilmer et al. \cite{1} propose a new tensor decomposition named t-SVD. Zhang et al. \cite{4} give a definition of the nuclear norm corresponding to t-SVD, i.e., Tensor Nuclear Norm (TNN). Further more, they point out that TNN is the tightest convex relaxation to \( \ell_1 \) norm of the tensor multi-rank\(^2\) within the unit ball of the tensor spectral norm.\(^3\)

When arranging image or video data into matrices \cite{13}, they often lie on a union of low-rank subspaces. Fortunately, the original tensor data also have a low multi-rank (or tubal-rank) structures. Fig. 1 shows the singular values of all frontal slices of several commonly used datasets. It is easy to see that most singular values are very close to 0 and much smaller than the largest ones. So the related problems can be solved effectively by t-SVD based low-rank methods. By adopting TNN, \cite{3} and \cite{22} propose the exact recovery conditions of TRPCA and TC problems, respectively.

Due to considering the internal structure of data, TNN has been widely used in recent years. Nevertheless, when dealing with large-scale tensor data, the computational complexity of TNN grows dramatically. For instance, when solving TC problems by TNN, the computational complexity at each iteration is \( O(n_1 n_2 n_3 (\log n_3 + \min\{n_1, n_2\})) \), which consumes several hours to complete a tensor with size \( 500 \times 500 \times 500 \). To avoid this high complexity, Zhou et al. \cite{23} and Liu et al. \cite{24} utilize the tensor factorization method to preserve the low-rank structure, and they only maintain two smaller tensors during each optimization iteration. By decomposing a large-scale tensor into two skinny ones, the computational cost at each iteration drops to \( O(n_1 n_2 n_3 (\log n_3 + r n_1 n_2 n_3)) \) \cite{23}. Although the complexity is reduced, their methods do not consider the balance between factors, hence they cannot prevent the extremely imbalanced tensor decompositions, which will make their obtained tensors violate the incoherence conditions. Note that incoherence is the essential condition for successful completion.

\(^2\)The tensor multi-rank is a vector with each entry representing the rank of a frontal slice after Fourier transform along the third dimension.

\(^3\)The related definition of the tensor spectral norm can be found in \cite{4}.
To break the limits of existing methods, in this paper we propose a new tensor Schatten-p norm (t-Schatten-p norm) which is defined in Eq. (11) based on t-product [1]. The proposed norm is of similar properties to matrix Schatten-p norm. Additionally, when \(0 < p < 1\) this Schatten-p norm is a tighter regularizer than TNN to approximate the \(\ell_1\) norm of tensor multi-rank [2]. Furthermore, inspired by [23] and [25], we extend the matrix norm surrogate theorem to the tensor case. By using the new theorem and t-product, when \(0 < p < 1\) we decompose the target tensor \(T\) into many small-scale tensors \(\{T_i\}\) with \(T = T_1 \ast \cdots \ast T_I\), and then we minimize the weighted sum of convex Schatten-p norms \(\sum \frac{1}{p_i} \|T_i\|_{S_{p_i}}\), where \(p_i \geq 1, \forall i\). In this way, the original non-convex non-smooth optimization problem is divided into many convex sub-problems. Hence we not only reduce the computational complexity of each iteration, but also give a better approximation to the \(\ell_1\) norm of tensor multi-rank, which can lead to a better performance. We also provide an efficient algorithm for solving the resulting optimization problem. Finally, we apply the proposed method to the TC and the TRPCA problems, and provide some theoretical analysis on the performance guarantees.

In summary, our main contributions include:

- We propose a new definition of tensor Schatten-p norm with some desirable properties, e.g., unitary invariance, convexity and differentiability. When \(0 < p < 1\), it is tighter than TNN to approximate the \(\ell_1\) norm of tensor multi-rank, which is beneficial to LRPR problems.
- We prove the tensor Schatten-p norm surrogate theorem, which helps us to transform a non-convex problem into many convex sub-problems\(^4\), and we give an efficient algorithm to solve the transformed model. We also give a proof of the convergence of our algorithm. Our method can not only reduce the computational complexity of each iteration significantly when dealing with large-scale tensors, but also maintain the balance among factor tensors.
- We provide the sufficient conditions for exact recovery using a general linear operator and the error bounds based on some assumptions when there exists noise. For ensuring the performance of the TC problem, we give a theoretical analysis of exact completion.

We apply our proposed t-Schatten-p norm to the TRPCA and the TC problems. Experimental results on synthetic and real-world datasets verify the advantages of our method.

II. NOTATIONS AND PRELIMINARIES

In this section, we introduce some notations and necessary definitions which will be used later.

Tensors are represented by uppercase curlicue letters, e.g., \(T\). Matrices are represented by boldface uppercase letters, e.g., \(M\). Vectors are represented by boldface lowercase letters, e.g., \(v\). Scalars are represented by lowercase letters, e.g., \(c\).

For a given 3-order tensor \(T \in \mathbb{R}^{n_1 \times n_2 \times n_3}\), we use \(T^{(k)}\) to represent its \(k\)-th frontal slice \(T(:, :, k)\). Its \((i, j, k)\)-th entry is represented as \(T_{ijk}\). We use \(\overline{T}\) to represent the result of discrete Fourier transformation of \(T\) along the 3rd dimension, corresponding to Matlab operator \(\overline{T} = \text{fft}(T, [\ ], 3)\). This also implies \(T = \text{ifft}(\overline{T}, [\ ], 3)\). \(\overline{T}^{(i)}\) denotes the \(i\)-th frontal slice of \(\overline{T}\). And the block circulant matrix associated to a 3-order tensor \(T\) is represented by \(\text{bcirc}(T) \in \mathbb{R}^{n_1 \times n_2 \times n_3}\):

\[
\text{bcirc}(T) = \begin{bmatrix}
T^{(1)} & T^{(n_3)} & \cdots & T^{(2)} \\
T^{(2)} & T^{(1)} & \cdots & T^{(3)} \\
\vdots & \vdots & \ddots & \vdots \\
T^{(n_3)} & T^{(n_3-1)} & \cdots & T^{(1)}
\end{bmatrix}.
\]

As for block unfolding \(T\) and its inverse operation, we use the following operators:

\[
\text{unfold}(T) = \begin{bmatrix}
T^{(1)} \\
T^{(2)} \\
\vdots \\
T^{(n_3)}
\end{bmatrix}, \quad \text{fold(unfold}(T)) = T.
\]

Then we define the t-product between two 3-order tensors as:

**Definition 1:** (t-product) [1] Let \(A \in \mathbb{R}^{n_1 \times n_2 \times n_3}\), \(B \in \mathbb{R}^{s_1 \times s_2 \times s_3}\). Then the t-product is defined as:

\[
C = A \ast B = \text{fold(bcirc}(A) \cdot \text{unfold}(B)).
\]

Here \(C \in \mathbb{R}^{n_1 \times n_2 \times n_3}\). Note that if \(n_3 = 1\), the operator \(\ast\) reduces to matrix multiplication.

For tensor \(T \in \mathbb{R}^{n_1 \times n_2 \times n_3}\), Kilmer et al. [1] point out that the block circulant matrix \(\text{bcirc}(T)\) can be diagonalized by a specific matrix. We denote \(F_{n_1}\) as the \(\mathbb{R}^{n_1 \times n_3}\) DFT matrix, and \(F_{n_1}^H\) denotes the conjugate transpose of \(F_{n_1}\). \(I_{n_1}\) and \(I_{n_2}\) are \(n_1\)-order and \(n_2\)-order identity matrices, respectively. Then using Kronecker product we have [1]:

\[
(F_{n_3} \otimes I_{n_1}) \cdot \text{bcirc}(T) \cdot (F_{n_3}^H \otimes I_{n_2}) = \begin{bmatrix}
T^{(1)} \\
T^{(2)} \\
\vdots \\
T^{(n_3)}
\end{bmatrix}.
\]

Then the t-product can be calculated as follows:

**Property 1:** [1] Let \(A \in \mathbb{R}^{n_1 \times n_2 \times n_3}\), \(B \in \mathbb{R}^{s_1 \times s_2 \times s_3}\). Then the t-product is equivalent to matrix product of \(A\) and \(B\):

\[
T = A \ast B \iff T^{(k)} = A^{(k)} B^{(k)}, k = 1, \ldots, n_3.
\]

**Remark 1:** In this paper, we use \(\boxtimes\) to represent frontal-slice-wise matrix multiplication between tensors \(A\) and \(B\). Then

\[
T = A \ast B \iff T^{(k)} = A^{(k)} \otimes B^{(k)} \iff T = A \boxtimes B.
\]

The relations of inner products (and Frobenius norm) in the time and the frequency domains are as follows.

**Property 2:** [3] Let \(A, B \in \mathbb{R}^{n_1 \times n_2 \times n_3}\), then:

1. \(\langle A, B \rangle = \frac{1}{n_3} \langle A, B \rangle\)
2. \(\|A\|_F = \sqrt{\langle A, A \rangle} = \frac{1}{\sqrt{n_3}} \|A\|_F\).

\(^4\)But the whole optimization problem is still nonconvex due to the multilinear constraint.
For the definitions of tensor transpose $T^*$ in Definition 8, Identity tensor $I$ in Definition 9, and Orthogonal tensor in Definition 10, please refer to the Appendix. By using these notations, tensor Singular Value Decomposition (t-SVD) and Tensor Nuclear Norm (TNN) are defined as follows.

**Definition 2: (t-SVD)** [1] Let $T \in \mathbb{R}^{n_1 \times n_2 \times n_3}$. Then there exist $\mathcal{U} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, $S \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ and $\mathcal{V} \in \mathbb{R}^{n_2 \times n_3 \times n_3}$ such that:

$$T = \mathcal{U} \ast S \ast \mathcal{V}^*,$$

where $\mathcal{U} \ast \mathcal{U}^* = I$, $\mathcal{V} \ast \mathcal{V}^* = I$, and $S$ is a frontal-slice-diagonal tensor.

**Definition 3: (TNN)** [3] The tensor nuclear norm of a tensor $T \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, denoted as $\|T\|_n$, is defined as the average of the nuclear norm of all the frontal slices of $T$ as follow:

$$\|T\|_n := \frac{1}{n_3} \sum_{i=1}^{n_3} \|T(i)\|_*.$$  

(10)

Furthermore, the tensor spectral norm, tensor multi-rank and tubal-rank are defined by using t-SVD as follows:

**Definition 4: (Tensor spectral norm)** [3] Let $T \in \mathbb{R}^{n_1 \times n_2 \times n_3}$. The tensor spectral norm of $T$ is defined as $\|T\| := \max \{\|T(i)\|\}$. By using the Von Neumann’s inequality, it is easy to prove that the dual norm of tensor spectral norm is the tensor nuclear norm and vice versa.

**Definition 5: (Tensor multi-rank and tubal-rank)** [4] Let $T \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, then the tensor multi-rank of $T$ is a vector $r \in \mathbb{R}^{n_3}$ with its $i$-th entry as the rank of the $i$-th frontal slice of $T$, i.e., $r_i = \text{rank}(T(i))$. The tensor tubal-rank of $T$, denoted as rank$_t(T)$, is defined as the number of nonzero singular tubes of $S$, where $S$ is from the t-SVD of $T = \mathcal{U} \ast S \ast \mathcal{V}^*$.

### III. MAIN RESULT

Comparing with the relations between matrix nuclear norm and matrix schatten-p norm, we propose a new definition of tensor Schatten-p norm (t-Schatten-p norm) based on TNN and t-SVD as:

**Definition 6: (Tensor Schatten-p Norm)** Let $T \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ and its tensor singular value decomposition be $T = \mathcal{U} \ast S \ast \mathcal{V}^*$.

Then the tensor Schatten-p norm is defined as:

$$\|T\|_S^p := \left( \frac{1}{n_3} \sum_{i=1}^{n_3} \|T(i)\|_{S_i}^p \right)^{\frac{1}{p}},$$

i.e.,

$$\|T\|_S^1 := \left( \frac{1}{n_3} \sum_{i=1}^{n_3} \sum_{i=1}^{n_1} \|S_{iik}\|^p \right)^{\frac{1}{p}}.$$  

(11)

When $p = 1$ it becomes the tensor nuclear norm, which is similar to the matrix case.

Obviously, t-Schatten-p norm satisfies: (1) $\|T\|_S^p \geq 0$ with equality holding if and only if $T$ is zero; (2) $\|\alpha T\|_S^p = \alpha \|T\|_S^p$.

### A. Algebraic Properties

Our proposed t-Schatten-p norm has some properties similar to the matrix Schatten-p norm. The followings are some of the properties of $\|T\|_S^p$ and $\|T\|_S^p$ that we use in this paper. For the proofs, please refer to the Supplementary Materials.

**Proposition 1:** (Unitary Invariance) Let $T \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, and $U \in \mathbb{R}^{n_1 \times n_1 \times n_3}$ and $V \in \mathbb{R}^{n_2 \times n_2 \times n_3}$ be orthogonal tensors. The tensor Schatten-p norm defined in Eq. (11) is unitary invariant, i.e.,

$$\|T\|_S^p = \|U \ast T \ast V^*\|_S^p = \|T \ast V^*\|_S^p = \|U \ast T \ast V^*\|_S^p.$$  

(12)

**Proposition 2:** Given a 3-order tensor $T \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, when $p \geq 1$, $\|T\|_S^p$ is convex w.r.t. $T$. In other words, it satisfies the inequality for any $\lambda \in (0, 1)$:

$$\|\lambda A + (1 - \lambda) B\|_S^p \leq \lambda \|A\|_S^p + (1 - \lambda) \|B\|_S^p,$$

where $S \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ is non-convex w.r.t. $T$.

**Proposition 3:** Given a 3-order tensor $T_0 \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ and the skinny t-SVD of $T_0$ is $U \ast S \ast V^*$. When $p > 1$, the gradient of $\|T\|_S^p$ at $T_0$ has the following form:

$$\nabla_{T_0} \|T\|_S^p = \frac{p}{\lambda} U \ast S \ast V^*,$$

where $D = S^{t-p-1}$, $p > 1$.  

(14)

Moreover, when $p = 1$, the subdifferential of $\|T\|_S^p$ at $T_0$ is:

$$\partial_{T_0} \|T\|_S^p = \{U \ast S \ast V^* \mid \|U \ast S \ast V^*\|_S^p = \|T\|_S^p \}.$$  

(15)

For models which need to minimize $\|T\|_S^p$, Proposition 3 indicates that when $p \geq 1$ we can use gradient-based methods to solve them.

### B. Unified Surrogate Theorem

For the matrix case, there exist many surrogates for a specific matrix Schatten-p norm, such as $p = 1, 2, 3, 1/2$ [26]–[28]. Xu et al. [25] give a general result of unified surrogates for the matrix Schatten-p norm.

**Lemma 1:** (Multi-Schatten-p Norm Surrogate) [25] Given $I$ ($I \geq 2$) matrices $X_i$ ($i = 1, \ldots, I$), where $X_1 \in \mathbb{R}^{m \times d_1}$, $X_i \in \mathbb{R}^{d_i \times d_i}$ ($i = 2, \ldots, I - 1$), $X_I \in \mathbb{R}^{d_I \times n}$, and $X \in \mathbb{R}^{m \times n}$ with $\text{rank}(X) = r \leq \min\{d_i, i = 1, \ldots, I - 1\}$, for any $p, p_1, \ldots, p_I > 0$ satisfying $1/p = \sum_{i=1}^{I} 1/p_i$, we have

$$\frac{1}{p} \|X\|_{S_i}^p = \min_{X, x = \prod_{i=1}^{I} x} \sum_{i=1}^{I} \frac{1}{p_i} \|X_i\|_{S_i}^p.$$  

(16)

This lemma indicates that for any given Schatten-p norm, we can get the same value by solving a minimization problem. The following Theorem 1 points out that for our proposed t-Schatten-p norm, this rule holds too.

**Theorem 1:** (Multi-Tensor-Schatten-p Norm Surrogate) Given $I$ ($I \geq 2$) tensors $T_i$ ($i = 1, \ldots, I$), where $T_1 \in \mathbb{R}^{d_1 \times d_1 \times k}$, $T_i \in \mathbb{R}^{d_i \times d_i \times k}$ ($i = 2, \ldots, I - 1$), $T_I \in \mathbb{R}^{d_I \times n \times k}$, and $T \in \mathbb{R}^{d_1 \times d_1 \times n \times k}$.
The recovery condition is $X_{1}^{*}$ is non-convex and non-smooth when $p < 1$. In this section, we propose a general LRTR model based on the t-Schatten-$p$ norm and give a feasible algorithm to solve it.

A. Model

In practical applications, the observed tensor $T$ is inevitably contaminated by noise. Therefore we add a noise tensor and a noise regularization to the model in Eq. (18):

$$\min_{X, E} \|X\|_{S_{p}}^{p} + \lambda g(E),$$

s.t. $\Psi(X) + E = T$, \quad (19)

where $T$ is the observed tensor, $E$ is a noise tensor and $g(\cdot)$ denotes the noise regularization. In specific problems, if we assume that the noise follows the Gaussian distribution or the Laplacian distribution, $g(E)$ can be chosen as $\|E\|_{F}^{2}$ or $\|E\|_{1}$, respectively.

When $p \geq 1$, the problem in Eq. (19) can be solved by many convex optimization methods directly. If $0 < p < 1$, the t-Schatten-$p$ norm becomes non-convex. Then we can use Theorem 1 to convert the non-convex function into sum of several convex functions. The following proposition provides the guarantee of this idea.

Proposition 5: [25] For any $0 < p < 1$, there always exist $I \in N$ and $p_{i}$ such that $1/p = \sum_{i=1}^{l} 1/p_{i}$, where all $p_{i}$ satisfy one of the cases: (a) $p_{i} \geq 1$ or (b) $p_{i} > 1$.

Given $I (I \geq 2)$ and $i = 1, \ldots, I$, for any $p_{i}$, $p_{i} > 0$ satisfying $1/p = \sum_{i=1}^{l} 1/p_{i}$, we assume that $X = X_{1} * X_{2} * \cdots * X_{I}$, then (19) can be converted to:

$$\min_{\{X_{i}\}_{E}} \sum_{i=1}^{l} \frac{1}{p_{i}} \|X_{i}\|_{S_{p_{i}}}^{p_{i}} + \lambda g(E),$$

s.t. $\Psi(X_{1} * X_{2} * \cdots * X_{I}) + E = T$. \quad (20)

If $p_{i} \geq 1$ holds for all $i$, the optimization of problem in Eq. (20) becomes multi-convex. Thus if we apply the block coordinate descent method to solve Eq. (20), each $X_{i}$ can be efficiently updated by convex optimization.

B. Optimization

Different from the matrix case in [26], we need to introduce an intermediate tensor $G$ to separate $\{X_{i}\}$ from $\Psi(\cdot)$. If not, calculating the sub-gradient of $\|\Psi(X_{1} * X_{2})\|_{F}$ may be a difficult problem for certain $\Psi$, such as $\mathcal{P}_{0}$ in the TC problem. Then by adding an equality constraint, Eq. (20) can be rewritten as:

$$\min_{\{X_{i}\}, E} \sum_{i=1}^{l} \frac{1}{p_{i}} \|X_{i}\|_{S_{p_{i}}}^{p_{i}} + \lambda g(E),$$

s.t. $\Psi(G) + E = T$,

$$X_{1} * X_{2} * \cdots * X_{I} = G. \quad (21)$$
Here we solve Eq. (21) by a new method based on LADMP-SAP [30] and BCD [31]. By introducing Lagrange multipliers $\mathbf{Y}$ and $\mathcal{Z}$, the augmented Lagrangian function of (21) is given as follows:

$$
\mathcal{L}(\mathbf{X}_i, \mathbf{Y}, \mathbf{Z}) = \sum_{i=1}^{I} \frac{1}{p_i} \| \mathbf{X}_i \|^2_{S_{p_i}} + \lambda g(\mathbf{E}) + \langle \mathbf{Y}, (\mathbf{G} + \mathbf{E} - T) \rangle + \frac{p_1}{2} \| \mathbf{Y} \|^2_F + \langle \mathbf{Z}, \mathbf{X}_i * \cdots * \mathbf{X}_i - \mathbf{G} \rangle + \frac{p_2}{2} \| \mathbf{X}_i * \cdots * \mathbf{X}_i - \mathbf{G} \|^2_F.
$$

All $\{\mathbf{X}_i\}$ in (22) need to be updated sequentially. Note that different order of updating $\mathbf{X}_i$ may lead to different convergence rates. We update $\mathbf{X}_i$ and $\mathbf{Y}_i$ first, and then update others in proper order.

1) Update $\mathbf{X}_i$: Assume that we have already updated $\mathbf{X}_i^k, \mathbf{X}_i^{k-1}$. Let $Q_{(i-1):1} = \mathbf{X}_i^k * \cdots * \mathbf{X}_i^{k-1}$ and $Q_{(i+1):I} = \mathbf{X}_i^{k-1} * \cdots * \mathbf{X}_i^{-1}$. Then the sub-problem for updating $\mathbf{X}_i^k$ can be written as:

$$
\mathbf{X}_i^k = \arg \min_{\mathbf{X}_i} \frac{1}{p_i} \| \mathbf{X}_i \|^2_{S_{p_i}} + \frac{p_2}{2} \| \mathbf{Q}_{(i-1):1} * \mathbf{X}_i * Q_{(i+1):I} - \mathbf{G} \|^2 + \mathbf{Z}^{k-1} / p_2 \| \mathbf{X}_i \|^2_F.
$$

2) Update $\mathbf{Y}$: By fixing other variables, we have the following sub-problem to update $\mathbf{Y}$:

$$
\mathbf{Y}^k = \arg \min_{\mathbf{Y}} \frac{p_1}{2} \| \mathbf{Y} \|^2_F + \frac{p_2}{2} \| \mathbf{X}_i * \cdots * \mathbf{X}_i - \mathbf{G} \|^2_F + \mathbf{Z}^{k-1} / p_2 \| \mathbf{Y} \|^2_F.
$$

3) Update $\mathbf{E}$: By fixing other variables, we have the following sub-problem to update $\mathbf{E}$:

$$
\mathbf{E}^k = \arg \min_{\mathbf{E}} \lambda g(\mathbf{E}) + \frac{p_1}{2} \| \mathbf{G} \|^2_F + \mathbf{E} - T + \mathbf{Z}^{k-1} / p_2 \| \mathbf{E} \|^2_F.
$$

where $\mathbf{Q}_{(i-1):1} = \mathbf{X}_i^k * \cdots * \mathbf{X}_i^{k-1}$, $\mathbf{Q}_{(i+1):I} = \mathbf{X}_i^{k-1} * \cdots * \mathbf{X}_i^{-1}$.

For the penalty parameters $p_1$ and $p_2$, Lin et al. [30] further suggest increasing them gradually. We summarize the algorithm for solving the problem in Eq. (21) in Algorithm 1.
C. Convergence Analysis

In general, it is hard to provide the convergence for the ADMM based method with a Burier-Monteiro factorization constraint. Fortunately, due to the separability of the proposed objective, we can still prove the convergence of our algorithm by assuming the smoothness of the noise regularization $g(\cdot)$ in Eq. (21) and all $p_i \geq 1$. Note that in the following Theorem 2, $p$ can be chosen in the range $(0, +\infty)$ as long as $1/p = \sum_{i=1}^{I} 1/p_i$ holds.

Theorem 2: If the optimization problem in Eq. (21) satisfies the following conditions: (a) the function $g(\cdot)$ in Eq. (21) is smooth, convex, and coercive; (b) $p_i \geq 1$ for $i = 1, \ldots, I$; (c) $p_1$ and $p_2$ in Eq. (22) are sufficiently large, then the sequence $\{X^k, G^k, E^k, \gamma^k, Z^k\}$ generated in Algorithm 1 satisfies the following properties:

1. The augmented Lagrangian function (22) is monotonically decreasing, i.e., for some $c > 0$,
   \[
   \mathcal{L}(X, G, E, \gamma, Z) - \mathcal{L}(X^k, G^k, E^k, \gamma^k, Z^k) \geq c(\|X - X^+\|_F^2 + \|G - G^+\|_F^2 + \|E - E^+\|_F^2);
   \]

2. $\|X^+ - X^k\| \to 0$, $\|G^+ - G^k\| \to 0$, $\|E^+ - E^k\| \to 0$;

3. The sequence $\{X^k, G^k, E^k, \gamma^k, Z^k\}$ is bounded; 

4. Any accumulation point of the sequence $\{X^k, G^k, E^k, \gamma^k, Z^k\}$ is a constrained stationary point.

D. Complexity Analysis

For Algorithm 1, different $p_i$’s result in different complexities. Here we choose the widely used case $p_1 = p_2 = 1$ to analyze. If $X_1 \in \mathbb{R}^{n_1 \times d \times n_3}$, $X_2 \in \mathbb{R}^{d \times n_2 \times n_3}$ and rank($X$) = $r (r \leq d)$, then the per-iteration complexity in Algorithm 1 is $O((n_1 + n_2) n_3 d \log n_3 + (n_1 + n_2) n_3 d^2 + n_1 n_2 n_3 d)$. One iteration means updating all variables once in order. As for TNN in [3], the computational complexity at each iteration is $O(n_1 n_2 n_3 (\log n_3 + \min\{n_1, n_2\}))$. Obviously, when $d \ll \min\{n_1, n_2\}$, our method is much more efficient than TNN based methods in each iteration. Due to the convexity of TNN, the related problem usually needs fewer iterations to converge. But when the tensor rank is large or the noise is great, it may perform worse than our proposed methods. Our experiments in Section VI.B also verify this conclusion.

V. RECOVERY GUARANTEES

In this section, we provide theoretical guarantees for LRTR problems based on our proposed t-Schatten-$p$ norm, which aim to recover low-rank tensors from linear observations. For the proofs of our theorems, please refer to the Supplementary Materials.

A. Null Space Property (NSP)

NSP is widely used in the theoretical analysis of recovering sparse vectors and low-rank matrices [33], [34]. Here we give a sufficient condition for exactly recovering the low-rank tensor $\tilde{X}$ in Eq. (18) by the following model:

\[
\min_{\{X\}} \sum_{i=1}^{I} p_i \|X_i\|_{S_{\gamma_i}}^p,
\]

s.t. $\psi(X_1 \ast X_2 \ast \cdots \ast X_I) = T.
\]

Assume $\tilde{X} = \tilde{U} \ast \tilde{S} \ast \tilde{V}^*$ to be the true tensor in Eq. (18) with tubal-rank rank($\tilde{X}$) = $r$, and $\tilde{X} = \tilde{X}_1 \ast \cdots \ast \tilde{X}_I$ with $\tilde{X}_1 = \tilde{U} \ast \tilde{S}^p/p_1$, $\tilde{X}_2 = \tilde{S}^p/p_2$, ..., and $\tilde{X}_I = \tilde{S}^p/p_I \ast \tilde{V}^*$. $\mathcal{N}(\psi) := \{X : \psi(X) = 0\}$ denotes the null space of the linear operator $\psi$. Then we have the following theorem:

Theorem 3: Assume $\tilde{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ to be the true tensor for Eq. (18) with tubal-rank rank($\tilde{X}$) = $r$, and $p \in (0, 1]$ with $1/p = \sum_{i=1}^{I} 1/p_i$. In addition, for any $X \in \{X_i\}_{i=1}^{I}$ with $X \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, $\min\{k_1, k_2, k_3\} \geq r$ holds. Then $\tilde{X}$ is the unique optimal solution of Eq. (18) and can be uniquely recovered by Eq. (34), if for any $Z = (X_1 + W_1) \ast \cdots \ast (X_I + W_I) = (X_1 \ast \cdots \ast X_I) \in \mathcal{N}(\psi) \setminus \mathcal{O}$, where $\{W_i\}$ have compatible dimensions and $\mathcal{N}(\psi)$ denotes the null space of the linear operator $\psi$, we have

\[
\sum_{i=1}^{I} \sum_{j=1}^{n_2} \psi_p^p(Z^{ij}) < \min_{\{n_1, n_2\}} \sum_{j=1}^{n_2} \sigma_p^p(Z^{ij}).
\]

Note that this condition is usually hard to be satisfied. Therefore, for specific problems we need to give some error bounds between the true tensors and the solutions by our algorithm.

B. Error Bound Analysis for Robust Tensor Recovery

In this section, we first introduce the following assumption of the general linear operator $A$. Based on this assumption, we then give a theoretical analysis of the error bound for robust tensor recovery.

Assumption 1: [35] Suppose that there is a positive constant $\kappa(A)$ such that for $\Delta \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ and $\Delta \in \mathcal{C}$, the general linear operator $A : \mathbb{R}^{n_1 \times n_2 \times n_3} \rightarrow \mathbb{R}$ satisfies the following
inequality:
$$\|A(\Delta)\|_2 \geq \kappa(A)\|\Delta\|_F, \quad \Delta \in C.$$  (36)

When $C$ denotes the whole space $\mathbb{R}^{n_1 \times n_2 \times n_3}$, $\kappa(A)$ actually can be chosen as the smallest singular value of operator $A$.

Based on Assumption 1, we provide the error bound for robust tensor recovery via Eqs. (19) and (20), which have noisy measurements.

**Theorem 4:** Assume that $\hat{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ is a true tensor which satisfies the corrupted measurements $\Psi(\hat{X}) + \mathcal{E} = \mathcal{T}$, where $\mathcal{E}$ is the noise with $\|\mathcal{E}\|_F \leq \epsilon$. Let $(\hat{X}_1, \ldots, \hat{X}_I)$ be a critical point of Eq. (34) with the squared loss $\frac{1}{2} \|\cdot\|_F^2$ and all $p_i \geq 1$. Here rank$(\hat{X}) = r (r \leq d)$ and $d = \min\{\min\{p, q\}, \hat{X}_i \in \mathbb{R}^{p \times q \times 1}, i = 1, \ldots, I\}$. If the linear operator $\Psi$ satisfies the condition of Assumption 1 with a positive constant $\kappa(\Psi)$ on $\mathcal{R}^{n_1 \times n_2 \times n_3}$, then
$$\frac{\|\hat{X} - \hat{X}_1 \ast \cdots \ast \hat{X}_I\|_F}{\sqrt{n_1 n_2 n_3}} \leq \epsilon \sqrt{\frac{n_1 n_2 n_3}{\kappa(\Psi)\sqrt{n_1 n_2 n_3}}},$$
$$+ \sqrt{\frac{n_1 n_2 n_3}{C_1}} \|\hat{X}\|_F,$$  (37)

where $t \geq d$ and $C_1$ is a constant related to $\{\hat{X}_i\}$. We give a lower bound for $C_1$ in the Supplementary Materials.

Theorem 4 claims that if $\Psi$ satisfies the condition in Assumption 1, then there is an upper bound of the error between any critical point of Eq. (34) with the squared loss $\frac{1}{2} \|\cdot\|_F^2$ and the true tensor in Eq. (19). The right hand side gives a rough guarantee for our proposed model. When the noise is small, the exact solution is close to the critical point.

**C. Guarantee for Tensor Completion**

The TC problem plays an important role in practical applications. However, the projection operator $P_{\Omega}$ in Eq. (38) usually does not satisfy the RIP condition or Assumption 1 [13], so the TC problem should be treated as a special case. By setting $\Psi$ as the projection operator $P_{\Omega}$ in Eq. (34), we get the following formulation:

$$\min_{\{X_i\}} \sum_{i=1}^I \frac{1}{p_i} \|X_i\|_{S^p_i}^p,$$
$$\text{s.t.} \quad P_{\Omega}(X_1 \ast X_2 \ast \cdots \ast X_I) = P_{\Omega}(T).$$  (38)

Note that the error bound introduced in Theorem 4 usually does not hold. By using Theorem 8 in [35] we can deduce that the error bounds for the TC problem are related to $[2]$ and rank of each frontal slice, but low tubal-rank cannot guarantee the low slice ranks. What’s more, our proposed model is non-convex when $0 < p < 1$, which makes it difficult to give a reliable performance guarantee as done in the convex programs, e.g., [22]. Therefore, we give the following Theorem to show that, under a very mild condition, the exact solutions of Eq. (38) are its critical points.

**Definition 7:** (Tensor Incoherent Condition) [22] Let the skinny t-SVD of a tensor $Z$ be $U \ast S \ast V^*$, $Z$ is said to satisfy the standard tensor incoherent condition, if there exists $\mu$ such that
$$\max_{i=1, \ldots, n_1} \|U^* \ast e_i\|_F \leq \sqrt{n_2 n_3},$$
$$\max_{j=1, \ldots, n_2} \|V^* \ast e_j\|_F \leq \sqrt{n_3},$$  (39)

where $e_i$ is the $n_1 \times 1 \times n_3$ column basis with $e_{i1} = 1$ and $e_j$ is the $n_2 \times 1 \times n_3$ column basis with $e_{j1} = 1$. $r$ is the tubal-rank of $Z$, i.e., rank$(Z) = r$.

**Theorem 5:** Consider the problem in Eq. (38) with $p_i \geq 1$ ($i = 1, \ldots, I$) and $1/p = \sum_{i=1}^I 1/p_i$. Let $T \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ with $n_1 \geq n_2$, $\Omega \sim Ber(p)$ and the skinny t-SVD of $T$ be $U \ast S \ast V^*$, and rank$(T) = r$. If $T$ satisfies the Tensor Incoherent Condition with parameter $\mu$, and $\rho \geq O(\mu^p \log(n_1 n_2)/(n_1 n_3))$, then with a high possibility, the exact solution of Eq. (38), denoted by $(\hat{X}_1, \ldots, \hat{X}_I)$:
$$\hat{X}_i = U \ast S^{p_i/p_1} \ast Q_1^i,$$
$$\hat{X}_i = Q_{i-1}^i \ast S^{p_i/p_1} \ast Q_1^i, \quad i = 2, \ldots, I - 1,$$
$$\hat{X}_i = Q_{I-1} \ast S^{p_i/p_1} \ast V^*,$$  (40)

where $Q_i \in \mathbb{R}^{q_i \times n_3}$, $Q_1^i \ast Q_i = I$ for all $i$ and $q_i \geq r$, is a critical point of the problem in Eq. (38).

Theorem 5 gives a new perspective on our non-convex tensor completion problem (38). When a certain optimization procedure converges to a stationary point, it may be close to the exact solutions.

**VI. EXPERIMENTS**

In this section, we conduct numerical experiments to evaluate our proposed model. We apply the t-Schatten-$p$ norm ($t$p) to solve the TRPCA and the TC problems. The results on both synthetic and real-world datasets demonstrate the superiority of our method. The numbers reported in all the experiments are averaged from 20 random trials.

In [4], Zhang et al. set $\lambda = \frac{n_3}{\sqrt{\max(n_1, n_2)}}$. In [3], Lu et al. set $\lambda = \frac{1}{\sqrt{\max(n_1, n_2)}}$ and give some good properties. Because TNN is the main method we need to compare with, we extend its choice of $\lambda$ to our multi-factors so that it can be regarded as a special case of our method. In the following experiments, we usually set the parameter $\lambda = \sqrt{\frac{\max(n_1, n_2)}{n_3}}$ in Eq. (41) and Eq. (42), where $I$ denotes the number of factors and data $X \in \mathbb{R}^{n_1 \times n_2 \times n_3}$. But sometimes we need to readjust $\lambda$ around the default value for a better experimental result.

**A. Tensor Robust Principal Component Analysis**

1) Model and Experimental Settings: For the TRPCA problem, $\Psi$ in Eqs. (19) or (20) is an indentity operator. Then the
TRPCA model based on our t-Schatten-$p$ norm is as follows:

$$\min_{\{X_i\}, \mathcal{E}} \sum_{i=1}^l \frac{1}{p_i} \|X_i\|_{S_{p_i}}^p + \lambda \|\mathcal{E}\|_1,$$

s.t. $X_1 \times X_2 \times \cdots \times X_l + \mathcal{E} = \mathcal{T}.$ (41)

Data: To show the advantages of the proposed method, we experiment with both synthetic and real data. The real datasets cover one computer vision task: sequential face images denoising.\(^5\)

Baseline: In this part, we compare our method with TNN based [3] and SNN based [36] methods. These two methods are widely used in various applications.

Evaluation metrics: Assume that the clean tensor is $X_0 \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ we represent the recovered tensor (the output of the algorithms) as $\hat{X}$.

- Relative Square Error (RSE): The reconstruction error is computed as:
  $$RSE = \frac{\|X_0 - \hat{X}\|_F}{\|X_0\|_F}.$$

- Peak Signal-to-Noise Ratio (PSNR):
  $$PSNR = 10 \log_{10} \left( \frac{n_1 n_2 n_3 \|X_0\|_\infty^2}{\|X_0 - \hat{X}\|_F^2} \right).$$

2) Synthetic Experiments: We only compare our methods with the TNN based method [3] on the synthetic dataset, because both of our methods are used to solve the low tubal-rank minimization problems, yet the SNN method unfolds the tensor into matrices along each dimension and minimizes the Tucker-n-rank [13].

Here we firstly generate a tensor $X \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ ($n_1 = n_2 = n_3 = 50$) with each entry coming from the normal distribution $\mathcal{N}(0, 1)$, then we obtain a low tubal-rank tensor by truncating the singular values vectors in the frequency domain. The tubal-rank is set to 20. For generating the noise/outliers tensor $\mathcal{E}$, we create an index set $\Omega$ by using a Bernoulli model to randomly sample a subset from $\{1, \ldots, n_1\} \times \{1, \ldots, n_2\} \times \{1, \ldots, n_3\}$. The noise/outliers fraction is 0.1 here with each entry of the tensor obeying the distribution $\mathcal{N}(0, 3)$ if its index is contained in the index set $\Omega$.

Fig. 2 shows the RSEs of the competing methods with respect to the iteration steps. We compare our methods with different selections of $p$ with TNN, where $p$ denotes the vector consisting of all $p_i$’s. Since the optimization problem of TNN is convex and easy to solve, TNN converges faster than our methods. However, our methods can exactly recover the underlying low tubal-rank tensor. This is because we utilize a tighter rank approximation of each front slice of the Fourier transformed tensor. Although $p < 1$ makes the optimization non-smooth and non-convex, with the help of Theorem 1, we can still solve the optimization problem efficiently and exactly. For triple-factor $p = [2, 2, 2]$, we found that it has a slower convergence rate than the double-factor case ($p = [1, 1], [1, 2]$). Although its subproblem is smooth and convex, the triple-factor reformulation makes the objective surface more complex, which brings more difficulties to optimization.

Fig. 3 shows the RSEs of the competing methods with respect to CPU times. We generate a tensor $X \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ ($n_1 = n_2 = 800, n_3 = 10$) with rank ($X$) = 20 and noise fraction setting to 10%. The results show that when the tubal-rank is much lower than min$\{n_1, n_2\}$, due to the smaller computational complexities, our methods are more efficient than TNN.

Combining the results of Fig. 2 and Fig. 3, in order to obtain a faster convergence rate, we choose $p = [1, 2]$ for the following experiments.

For further comparison, we firstly generate a tensor $X \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ ($n_1 = n_2 = n_3 = 100$) and then change the tubal-rank from 5 to 43 and vary the noise/outliers fraction $\Omega / (n_1 n_2 n_3)$ from 0.05 to 0.45 with a step size equaling 0.02. Fig. 4 compares the proposed method with the convex TNN method. Not surprisingly, in terms of the number of successfully restored matrices, our methods outperforms TNN by 40% around. And from the results in Fig. 4, our method is much more robust to the noise/outliers in the relatively high rank case and also performs well when the noise rate is also high, which coincides with the similar phenomenon in the matrix case [25].

\(^5\)Obtained from http://www.cs.nyu.edu/~roweis/data.html

Fig. 2. The convergence of the competing methods on the TRPCA problem.

Fig. 3. RSEs of the competing methods vs. CPU time.
Fig. 4. Comparing our method with convex optimization with TNN. The numbers plotted on the above figures are the success rates within 30 random trials. The white and black areas mean succeed and fail, respectively. Here, the success is in a sense that $\text{PSNR} \geq 40 \text{ dB}$.

Fig. 5. Examples of face image denoising. (a) the original image. (b) the observed image. (c)–(f) the denoising results of SNN, TNN, Ours1 ($p = [1, 2]$), and Ours2 ($p = [2, 2, 2]$), respectively.

Actually, the conditions of the performance guarantee for the non-convex model are weaker than the convex one, which bring the benefits to the t-Schatten-$p$ norm for the TRPCA problem.

3) Image Denoising: We compare the methods on the face image denoising problem. This face dataset consist of 575 grayscale face images with a size of $112 \times 92$. All the entries of the tensor are scaled to $[0, 1]$ and the noise tensor is generated the same as that in the synthetic case with entry from the distribution $N(0, 3)$. Since the images for one individual are cropped from different views, it is actually a high rank matrix if we vectorize the images and concatenate them as a matrix. Fortunately, as shown in [23], the frontal slice of the Fourier transformed face tensor is low-rank, namely, we can denoise the face images by pursuing the low tubal-rank structure.

Fig. 5 gives some denoising results of the competing methods with the noise rate equaling 0.1. Our methods can deal with the details (areas near the nose and hair) better than TNN and SNN. For our models and TNN, we all set one penalty coefficient for the whole multi-rank vectors. Our t-Schatten-$p$ norm is much tighter than the tensor nuclear norm, therefore our proposed models have lower probability of over penalizing the tensor rank, which can preserve the details of the images. Some numerical results are reported in Table I and Fig. 6.

Table I is the collection of the competing methods’ PSNRs. The noise scale is set to 3, i.e., the non-zero entry of the noise tensor is generated from the distribution $N(0, 3)$. The results show that with the increase of noise rate, the advantages of our methods are more and more obvious. Fig. 6 shows the RSE between the original images and the recovered images, some of which corresponding to the various cases in Table I. Comparing with TNN and SNN, the recovered tensors obtained by our methods are closer to the original data. These results show that our method has a stronger ability to identify the outliers than other two methods, which is very important for some scenarios, such as medical image processing and outlier detection.

B. Tensor Completion

1) Model and Experimental Settings: For the TC problem, $\Psi$ in Eqs. (19) or (20) is an orthogonal projection operator $\mathcal{P}_\Omega$. Then the TC model based on our tSp is given by:

$$
\min_{(X_i, \mathcal{E})} \sum_{i=1}^{I} \frac{1}{p_i} \|X_i\|_{S_{p_i}}^{p_i} + \lambda \|\mathcal{E}\|_{p}^{2},
$$

s.t. $\mathcal{P}_\Omega(X_1 \ast X_2 \ast \cdots \ast X_I + \mathcal{E}) = \mathcal{P}_\Omega(T).$ \hspace{1cm} (42)

Data: We evaluate our method and other state-of-the-art methods on two inpainting tasks: 1) color image inpainting [37]
In this part we compare our proposed method with TNN and TCTF. We generate a low-rank tensor $X \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ with a rank $r$, and an index set $\Omega$ by the following steps. First, we produce two tensors $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ and $B \in \mathbb{R}^{r \times n_2 \times n_3}$. Then let $X = A \ast B$ to get a tensor with $\text{rank}_k(X) = r$. After that, we create the index set $\Omega$ by using a Bernoulli model to randomly sample a subset from $\{1, \ldots, n_1\} \times \{1, \ldots, n_2\} \times \{1, \ldots, n_3\}$. The sampling rate is $\frac{|\Omega|}{(n_1n_2n_3)}$.

Fig. 7 presents the RSE of TNN and the proposed methods with respect to the iteration steps. Here $\text{rank}_k(X)$ equals to 40 and the sampling rate equals to 0.4. TNN converges much faster than our methods due to its convexity. Another reason is that we adopt the proximal gradient to update the variables while TNN is based on backtracking line search. Nevertheless, all our methods with various selections of $p$ can exactly recover the ground-truth low tubal-rank tensor. Same as TRPCA, this is because the condition of the sampling rate for exact recovery is weaker than that of the convex nuclear norm, namely, the proposed $t$-Schatten-$p$ norm still works well when the sample size is low.

The exhaustive comparison between TNN and our methods is shown in the Fig. 8. Our method outperforms TNN by 20% around when $p = [2, 2, 2]$. These results verify the effectiveness of our $t$-Schatten-$p$ norm. We can see that the performance for $p = [1, 2]$ and $p = [2, 2, 2]$ are similar. This is not strange because they both correspond to the $t$-Schatten-2/3 norm.

#### Baseline
In this part we compare our proposed method with other state-of-the-arts, including TMac-inc [38], SiLRTC [13], TCTF [23], and TNN [4] on inpainting applications. The codes are provided by their corresponding authors. Note that our proposed $t$Sp together with TNN and TCTF are all based on tensor product, while TMac-inc and SiLRTC are based on Tucker product. They all have their own theoretical guarantees, thus we compare these methods together, but the first three are compared emphatically.

#### Evaluation metrics
We use the same metrics as the TRPCA case, i.e., PSNR and RSE.

1) Synthetic Experiments: We generate a low-rank tensor $X \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ with a rank $r$, and an index set $\Omega$ by the following steps. First, we produce two tensors $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ and $B \in \mathbb{R}^{r \times n_2 \times n_3}$. Then let $X = A \ast B$ to get a tensor with $\text{rank}_k(X) = r$. After that, we create the index set $\Omega$ by using a Bernoulli model to randomly sample a subset from $\{1, \ldots, n_1\} \times \{1, \ldots, n_2\} \times \{1, \ldots, n_3\}$. The sampling rate is $\frac{|\Omega|}{(n_1n_2n_3)}$.

Fig. 7 presents the RSE of TNN and the proposed methods with respect to the iteration steps. Here $\text{rank}_k(X)$ equals to 40 and the sampling rate equals to 0.4. TNN converges much faster than our methods due to its convexity. Another reason is that we adopt the proximal gradient to update the variables while TNN is based on backtracking line search. Nevertheless, all our methods with various selections of $p$ can exactly recover the ground-truth low tubal-rank tensor. Same as TRPCA, this is because the condition of the sampling rate for exact recovery is weaker than that of the convex nuclear norm, namely, the proposed $t$-Schatten-$p$ norm still works well when the sample size is low.

The exhaustive comparison between TNN and our methods is shown in the Fig. 8. Our method outperforms TNN by 20% around when $p = [2, 2, 2]$. These results verify the effectiveness of our $t$-Schatten-$p$ norm. We can see that the performance for $p = [1, 2]$ and $p = [2, 2, 2]$ are similar. This is not strange because they both correspond to the $t$-Schatten-2/3 norm.

#### Baseline
In this part we compare our proposed method with other state-of-the-arts, including TMac-inc [38], SiLRTC [13], TCTF [23], and TNN [4] on inpainting applications. The codes are provided by their corresponding authors. Note that our proposed $t$Sp together with TNN and TCTF are all based on tensor product, while TMac-inc and SiLRTC are based on Tucker product. They all have their own theoretical guarantees, thus we compare these methods together, but the first three are compared emphatically.

#### Evaluation metrics
We use the same metrics as the TRPCA case, i.e., PSNR and RSE.

1) Synthetic Experiments: We generate a low-rank tensor $X \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ with a rank $r$, and an index set $\Omega$ by the following steps. First, we produce two tensors $A \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ and $B \in \mathbb{R}^{r \times n_2 \times n_3}$. Then let $X = A \ast B$ to get a tensor with $\text{rank}_k(X) = r$. After that, we create the index set $\Omega$ by using a Bernoulli model to randomly sample a subset from $\{1, \ldots, n_1\} \times \{1, \ldots, n_2\} \times \{1, \ldots, n_3\}$. The sampling rate is $\frac{|\Omega|}{(n_1n_2n_3)}$.

Fig. 7 presents the RSE of TNN and the proposed methods with respect to the iteration steps. Here $\text{rank}_k(X)$ equals to 40 and the sampling rate equals to 0.4. TNN converges much faster than our methods due to its convexity. Another reason is that we adopt the proximal gradient to update the variables while TNN is based on backtracking line search. Nevertheless, all our methods with various selections of $p$ can exactly recover the ground-truth low tubal-rank tensor. Same as TRPCA, this is because the condition of the sampling rate for exact recovery is weaker than that of the convex nuclear norm, namely, the proposed $t$-Schatten-$p$ norm still works well when the sample size is low.

The exhaustive comparison between TNN and our methods is shown in the Fig. 8. Our method outperforms TNN by 20% around when $p = [2, 2, 2]$. These results verify the effectiveness of our $t$-Schatten-$p$ norm. We can see that the performance for $p = [1, 2]$ and $p = [2, 2, 2]$ are similar. This is not strange because they both correspond to the $t$-Schatten-2/3 norm.
methods on two videos. The frame sizes of the two videos are both $144 \times 176$ pixels. The work in [23] reveals that the tensor of grayscale video has much redundant information because of its similar contents within and between frames, and thus its low tubal-rank structure is notable. We can complete the missing entries of the tensor by tensor low-rank minimization.

Due to the computational limitation, we only use the first 30 frames of the two sequences. As shown in Fig. 11, we display the 10-th frame of the two testing videos, respectively. From the recovery results, our methods perform better in filling the missing values of the two video sequences. It can deal with the details better.

Table III shows the PSNR metric of the competing methods. Our methods achieve the best inpainting recovery, consistent with the observations in Fig. 11. Low tubal-rank methods (TNN and Ours) are also better than the others, which demonstrate that the low tubal-rank structure does benefit the tensor completion task on video sequence. Comparing to TNN, our methods can maintain the details of the video sequence better. This is because, one hand, the t-Schatten-$p$ norm is much tighter than the nuclear norm for approximating the tensor multi-rank. On the other hand, the surrogate of the t-Schatten-$p$ norm introduces the convexity and smoothness to the subproblems of the optimization, which will reduce the disadvantages of setting $p < 1$ for our norm. Hence, by Theorem 5 we can still achieve a good stationary point.

C. Discussion on the Choice of $p$

In this section, we study the relation between the performance and the value of $p$ for our t-Schatten-$p$ norm. We generate a low tubal-rank tensor $X \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ ($n_1 = n_2 = n_3 = 50$) with

Table II

<table>
<thead>
<tr>
<th>Sampling Rate</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
</tr>
</thead>
<tbody>
<tr>
<td>TMac-inc</td>
<td>18.72</td>
<td>24.18</td>
<td>28.55</td>
<td>38.74</td>
</tr>
<tr>
<td>SiLRTC</td>
<td>20.36</td>
<td>25.37</td>
<td>29.20</td>
<td>39.30</td>
</tr>
<tr>
<td>TCTF</td>
<td>21.11</td>
<td>27.10</td>
<td>29.33</td>
<td>39.62</td>
</tr>
<tr>
<td>TNN</td>
<td>23.10</td>
<td>27.98</td>
<td>33.29</td>
<td>41.39</td>
</tr>
<tr>
<td>Ours ($p = [1, 1]$)</td>
<td><strong>25.29</strong></td>
<td><strong>29.85</strong></td>
<td>34.42</td>
<td><strong>42.08</strong></td>
</tr>
<tr>
<td>Ours ($p = [1, 2]$)</td>
<td>24.41</td>
<td>28.72</td>
<td>33.68</td>
<td>41.31</td>
</tr>
<tr>
<td>Ours ($p = [2, 2, 2]$)</td>
<td>24.11</td>
<td>28.77</td>
<td>34.97</td>
<td>41.57</td>
</tr>
</tbody>
</table>

Table III

<table>
<thead>
<tr>
<th>Hall Monitor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling rate</td>
</tr>
<tr>
<td>TMac-inc</td>
</tr>
<tr>
<td>SiLRTC</td>
</tr>
<tr>
<td>TCTF</td>
</tr>
<tr>
<td>TNN</td>
</tr>
<tr>
<td>Ours ($p = [1, 1]$)</td>
</tr>
<tr>
<td>Ours ($p = [1, 2]$)</td>
</tr>
<tr>
<td>Ours ($p = [2, 2, 2]$)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Akiyo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling rate</td>
</tr>
<tr>
<td>TMac-inc</td>
</tr>
<tr>
<td>SiLRTC</td>
</tr>
<tr>
<td>TCTF</td>
</tr>
<tr>
<td>TNN</td>
</tr>
<tr>
<td>Ours ($p = [1, 1]$)</td>
</tr>
<tr>
<td>Ours ($p = [1, 2]$)</td>
</tr>
<tr>
<td>Ours ($p = [2, 2, 2]$)</td>
</tr>
</tbody>
</table>

Fig. 10. RSEs of the TC and the TRPCA problems with respect to various selections of $p$ for the t-Schatten-$p$ norm.
rank$(X_i) = 20$ and the noise rate and sampling rate equaling 0.4. For each value of $p \in \{1/4, 1/3, 2/5, 1/2, 2/3, 1\}$, each experiment is repeated 20 times and the average RSEs are reported in Fig. 10, from which we can see that the RSEs increase when the value of $p$ rises in the range $[2/5, 1]$. This result clearly justifies the validity of our proposed t-Schatten-$p$ norm for solving the LRTR problems when $p < 1$. Actually, a smaller $p$ represents a tighter approximation to the tensor tubal-rank. Note that when $p = 0$, the t-Schatten-$p$ norm reduces to the tensor rank function. However, a smaller $p$ makes the objective function more non-convex and non-smooth and thus more difficult to optimize. And according to Theorem 1, a smaller $p$ in the range $(0, 2/5)$ may require more tensor factors, and tensor multiplication makes the problem (20) non-convex, which may lead to a bad solution. Besides, the equivalence condition of Theorem 1 for each factor $X_i$ is not a single point. Instead, each $X_i$ belongs to a large subset by multiplying unitary tensors, which also increases the difficulty of optimization.

VII. CONCLUSIONS

We propose a new definition of tensor Schatten-$p$ norm named as the t-Schatten-$p$ norm. When $p < 1$, our t-Schatten-$p$ norm can better approximate the $\ell_1$ norm of tensor multi-rank than TNN. Therefore, we use this norm to solve the LRTR problem as a tighter regularizer. We further provide the surrogate theorem for our proposed t-Schatten-$p$ norm and give an efficient algorithm to solve the LRTR problem. We also provide some theoretical analysis on exact recovery and the corresponding error bound for the noise case. The experimental results on TR-PCA and TC show that our methods perform better than the mainstream methods when the clean data have a large tubal-rank or a high noise/corruption ratio. Finally, we also discuss the choice of $p$, and recommend a range for selecting $p$ for the LRTR problem.

APPENDIX

A. Supplementary Definition

The followings are the definitions of tensor transpose, identity tensor, and orthogonal tensor, respectively.

Definition 8: (Tensor transpose) [1] The conjugate transpose of a tensor $T \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ is the $T^* \in \mathbb{R}^{n_2 \times n_1 \times n_3}$ obtained by conjugate transposing each frontal slice of $T$, i.e.,

$$T^* = \text{the transpose of } T \iff T^{(k)} = (T^{(k)})^H. \quad (43)$$

$T^*$ can also be obtained by conjugate transposing each of $T$'s frontal slice and then reversing the order of transposed frontal slices 2 through $n_3$.

Definition 9: (Identity tensor) [1] Let $I \in \mathbb{R}^{n \times n \times n}$, then $I$ is an identity tensor if its first frontal slice $I^{(1)}$ is the $n \times n$ identity matrix and all other frontal slices $I^{(i)}$, $i = 2, \ldots, n_3$, are zero matrices.

Definition 10: (Orthogonal tensor) [1] Let $Q \in \mathbb{R}^{n \times n \times n}$, then $Q$ is orthogonal if it satisfies

$$Q^* \ast Q = Q \ast Q^* = I. \quad (44)$$

B. Proof of Theorem 2

Proof: For convenience, we let the variables without and with superscript $+$ represent the variable in the $k$ and $k+1$ iteration variable and $\| \cdot \|$ denote any well-defined matrix/tensor norm. Assume we already have $\|Y^+ - Y\| \to 0$ and $\|Z^+ - Z\| \to 0$, then $\|\nabla_x L\| = \frac{1}{p_1} \|Z^+ - Z\| = \|X_1^* \ast X_2^* \ast \cdots \ast X_i^* - G\| \to 0$ and $\|\nabla_y L\| = \frac{1}{p_2} \|Y^+ - Y\| = \|\Psi(G) + \varepsilon - T\| \to 0$, hence the equality constraint is satisfied at the limit points. Since our optimization problem is a multi-linear optimization, by Corollary 6.21 in [39], if we have $\|X_i^* - X_i\|$, $\|G^+ - G\|$, and $\|\varepsilon^+ - \varepsilon\|$ all approaching 0, then there exists $v \in \partial \mathcal{L}$ with $v \to 0$. Hence, any limit point produced by our algorithm is a constrained stationary point. We now prove the convergence of the differences to 0.

Lemma 2: The change in the augmented Lagrangian when the primal variable $X_i$ is updated to $X_i^+$ is given by

$$\mathcal{L}(X_i, G, \varepsilon, \mathcal{Y}, Z) - \mathcal{L}(X_i^+, G, \varepsilon, \mathcal{Y}, Z) = \lambda \|X_i\|_{L_2}^p - \lambda \|X_i^+\|_{L_2}^p + \frac{1}{p_1} \|X_i^+ - X_i\|_{S_{p_1}}^2 + \langle v, X_i^+ - X_i \rangle + \rho_2 L_i \|X_i - X_i^+\|^2 + \frac{\rho_2}{2} \|C(X_i^+) - C(X_i)\|^2_F, \quad (45)$$

where $C(X_i) = Q_{i-1} \ast X_i \ast Q_{i+1} \ast I - G$ is a linear transformation and $v \in \partial \mathcal{L}$. $X_i \in \mathbb{R}^{n_1 \times n_2 \times n_3}$. 
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Proof: Expanding $\mathcal{L}(X_i, G, E, Y_i, Z) - \mathcal{L}(X_i^+, G, E, Y_i, Z)$, the change is

$$\frac{1}{p_1} ||X_i||^2_{S_i} - \frac{1}{p_1} ||X_i^+||_{S_i}^2 + \langle Z, C(X_i) - C(X_i^+) \rangle + \langle Z, C(X_i) - C(X_i^+) \rangle$$

$$+ \frac{\rho_2}{2} (||C(X_i) - G||_F^2 - ||C(X_i^+) - G||_F^2)$$

$$= \frac{1}{p_1} ||X_i||^2_{S_i} - \frac{1}{p_1} ||X_i^+||_{S_i}^2 + \frac{\rho_2}{2} (||C(X_i) - C(X_i^+)||_F^2)$$

$$+ \langle Z, C(X_i) - C(X_i^+) \rangle + \rho_2 (C(X_i) - C(X_i^+), C(X_i^+) - G)$$.

We observe that

$$\langle Z, C(X_i) - C(X_i^+) \rangle + \rho_2 (C(X_i) - C(X_i^+), C(X_i^+) - G)$$

$$= \langle Z + \rho_2 (C(X_i^+) - G), C(X_i) - C(X_i^+) \rangle$$

$$= \langle C^T (Z + \rho_2 (C(X_i^+) - G)), X_i - X_i^+ \rangle$$.

Note that $C^T (Z + \rho_2 (C(X_i^+) - G)) = \rho_2 \nabla f_i^+_r (X_i^+)$. On the other hand, by the optimality of Eq. (23), we have $\rho_2 \nabla f_i^+_r (X_i^+) + \rho_2 L_i (X_i^+ - X_i) \in -\partial (\frac{\rho_2}{2} ||X_i^+||_{S_i}^2)$. Hence, we can obtain Eq. (45) directly.

Due to Lemma 2 and the convexity of the function $\| \cdot \|_{S_i}^2$, when $p_i \geq 1$, we have

$$\mathcal{L}(X_i^+, G, E, Y_i, Z) + \rho_1 \|X_i^+ - X_i\|_F^2 \leq \mathcal{L}(X_i, G, E, Y_i, Z),$$

where $\rho_1 = \rho_2 L_i > 0$. Since we update $G$ by the closed-form solution of Eq. (27), together with the strong convexity of the objective, we have

$$\mathcal{L}(X_i^+, G^+, E, Y_i, Z) + \frac{\mu_1}{2} ||G - G^+||_F^2 \leq \mathcal{L}(X_i^+, G, E, Y_i, Z),$$

where $\mu_1 > 0$. By the same derivation of Lemma 2,

$$\mathcal{L}(X_i^+, G^+, E, Y_i, Z) - \mathcal{L}(X_i^+, G^+, E^+, Y_i, Z)$$

$$= g(E) - g(E^+) + \langle v, E_i - E_i^+ \rangle + \frac{\mu_1}{2} ||C(E_i) - C(E_i^+)||_F^2,$$

where $v = \nabla g(E^+)$ and $C(E) = \Psi(G) + E - T$. Note that $g(\cdot)$ in Theorem 2 is convex in our case, hence we get

$$\mathcal{L}(X_i^+, G^+, E^+, Y_i, Z) + \frac{\mu_1}{2} ||E - E^+||_F^2 \leq \mathcal{L}(X_i^+, G^+, E, Y_i, Z).$$

(48)

According to the Eq. (33), it is easy to verify that

$$\mathcal{L}(X_i^+, G^+, E^+, Y_i^+, Z^+) - \mathcal{L}(X_i^+, G^+, E^+, Y_i, Z)$$

$$= \frac{1}{\rho_1} ||Y^+ - Y||_F^2 + \frac{1}{\rho_2} ||Z^+ - Z||_F^2.$$

(49)

By the optimality of $E^+$, we have

$$Y^+ = \rho_1 (\Psi(G^+) + E^+ - T) + Y = -\lambda \nabla (g(E^+)).$$

(50)

The objective of (27) is differentiable and by the optimality of $G^+$, we similarly have

$$\Psi(Y^+) = Z^+.$$
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