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Abstract—We propose a method for estimating 3D human poses from single images or video sequences. The task is challenging because: (a) many 3D poses can have similar 2D pose projections which makes the lifting ambiguous, and (b) current 2D joint detectors are not accurate which can cause big errors in 3D estimates. We represent 3D poses by a sparse combination of bases which encode structural pose priors to reduce the lifting ambiguity. This prior is strengthened by adding limb length constraints. We estimate the 3D pose by minimizing an $L_1$ norm measurement error between the 2D pose and the 3D pose because it is less sensitive to inaccurate 2D poses. We modify our algorithm to output $K$ 3D pose candidates for an image, and for videos, we impose a temporal smoothness constraint to select the best sequence of 3D poses from the candidates. We demonstrate good results on 3D pose estimation from static images and improved performance by selecting the best 3D pose from the $K$ proposals. Our results on video sequences also show improvements (over static images) of roughly 15%.

Index Terms—3D human pose estimation, sparse basis, anthropometric constraints, $L_1$-norm penalty function

1 INTRODUCTION

H uman pose estimation is an important problem in computer vision which has received much attention because many applications require human poses as inputs for further processing [1], [2], [3], [4]. Representing human motion by poses is arguably better than using low-level features [5] because it is more interpretable and compact [3].

In recent years there has been much progress in estimating 2D poses from images [6], [7], [8], [9] and videos [3], [10], [11]. A 2D pose is typically represented by a set of body joints [6], [12] or body parts [7], [8]. Then a graphical model is formulated where the graph node corresponds to a joint (or body part) and the edges between the nodes encode spatial relations. This can be extended to video sequences [3], [10], [11] to explore the temporal cues for improving performance. Nevertheless, it seems more natural to represent humans in terms of their 3D poses because this is invariant to viewpoint and the spatial relations between joints are simpler.
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But estimating 3D poses from a single image is difficult for many reasons. First, it is an under-constrained problem because we are missing depth information and many 3D poses can give rise to similar 2D poses after projection into the image plane. In short, there are severe ambiguities when “lifting” 2D poses to 3D. Second, estimating 3D poses requires first estimating the 2D joint locations in images which can make mistakes and can result in bad estimates for some joints. All these issues can degrade 3D pose estimation if not dealt with carefully. Third, the situation becomes even worse if the camera parameters are unknown which is typically the case in real applications. Hence we must estimate the 3D pose and camera parameters jointly [13] which leads to non-convex formulations which is difficult.

1.1 Method Overview

We present an overview of our approach illustrating our main contributions. This builds on, and gives a more detailed description of, our preliminary work [14] which estimated 3D poses from a single image. Our new contributions include extending the work to output $K$ candidate 3D poses, to improve our 3D pose estimates by post-processing, and to estimate 3D poses from videos exploiting temporal cues.

We break our approach down into five components described below. These are: (i) the 3D pose prior, (ii) the measurement error between the 2D pose and the 3D projection, (iii) the inference algorithm for estimating 3D pose and camera parameters using the alternate direction method (ADM), (iv) our method for outputting $K$ candidate 3D poses, and (v) the extension to video sequences.

1.1.1 The Prior for 3D Poses

We represent 3D poses by a linear combination of basis functions. This is partly motivated by earlier work [13] which used PCA to estimate the bases from a 3D dataset. By contrast, we learn the bases by imposing a sparsity constraint.
This implies that for a typical 3D pose only a small number of the basis coefficients will be non-zero. We argue that sparse bases are more natural than PCA for representing 3D poses because the space of 3D poses is highly non-linear. The sparsity requirement puts a strong prior on the space of 3D poses. But this prior needs to be strengthened because unrealistic 3D poses can still have sparse representations.

To strengthen the sparsity prior we build on previous work on anthropometric constraints [15], [16] which shows that the limb length ratios of people are similar and can be exploited to estimate 3D poses (but when used by themselves anthropometric constraints have ambiguities). We were motivated to use anthropometric constraints by observing that many of the unrealistic 3D poses often violate them. Hence we supplement the sparse basis representation with hard limb length ratio constraints to discourage incorrect poses.

1.1.2 Robust Measurement Error: $L_1$-Norm
The difficulty of 3D pose estimation is that we frequently get large errors, or outliers, in the positions of some 2D joints. We use an $L_1$ norm to compute the measurement error between the detected 2D poses and the projections of the 3D poses. We argue that this is better than using the standard $L_2$ norm because the $L_1$ is much more robust to large errors, or “outliers”, in the 2D pose estimates. The greater robustness of the $L_1$ norm is well-known in the statistics literature [17].

1.1.3 Algorithm to Minimize the Objective Function
We formulate an objective function by combining the measurement error with the sparsity penalty and the anthropometric constraints. Our inference algorithm minimizes this objective function to jointly estimate the 3D pose and the camera parameters. We first initialize the 3D pose and then estimate the camera parameter and the 3D pose alternately (with the other fixed). See Fig. 1. The estimations (for 3D pose and camera separately) are done using the alternating direction method which yields a fast algorithm capable of dealing with the constraints.

1.1.4 Multiple Candidate Proposals and Selection
For a single image, our best estimate of the 3D pose is usually good [14] but not perfect. There are two main reasons for this. First, the problem is highly non-convex so our estimation algorithm can get trapped in a local minimum. Second, our basis functions are learnt from 3D pose datasets of limited size, which may cause some errors.

To address this issue, we modify our approach to output a set of $K$ 3D poses, where $K$ takes a default value of eight. Our experiment shows that one of our top eight candidates is typically very close to the groundtruth, but the best candidate may not be the one that minimizes our objective function, see Fig. 4. We show that we can improve performance by a second stage where we select the candidate that best satisfies the anthropometric constraints.

1.1.5 Selecting the Best Pose: Temporal Smoothness
If we have a video then we can obtain candidate 3D proposals for each frame and select them by imposing temporal smoothness. This assumes that the 3D pose does not change much between adjacent frames. We select the 3D pose by minimizing an objective function which imposes temporal consistency and agreement with the 3D pose priors.

In summary, the main novel contributions of this paper are the use of sparsity to obtain a prior for 3D poses which can effectively reduce the 3D pose lifting ambiguities. Our method for supplementing this with anthropometric constraints is also novel (but different forms of limb length constraints have been explored in history [16]). The use of the $L_1$ norm to penalize measurement errors is new for this application (but well-known in the statistics literature [17]). Our use of the ADM algorithm to impose non-linear constraints is novel for this application. Our work on estimating the K best poses builds on prior work, e.g., [18], but they do not extend this to 3D poses and video sequences. The first part of this work (single 3D pose estimation) was first presented in our preliminary work [14] but in less detail.

The paper is organized as follows: We first review related work in Section 2. Sections 3 and 4 describe the details of image/video based pose estimation, respectively. The basis learning method is discussed in Section 5. Sections 6 and 7 give the experiment results. We conclude in Section 7. Appendix A presents the optimization method.

2 RELATED WORK
2.1 Related Work on 3D Pose Estimation
Existing work on 3D pose estimation can be classified into four categories by their inputs. The first class takes images and camera parameters as inputs. We only list a few of them here due to space limitations. Please see [19] for a more comprehensive overview. Lee et al. [20] first parameterize the body parts by truncated cones. Then they optimize the rotations of body parts to minimize the silhouette discrepancy between the model projections and the image by a sampling algorithm. The most challenging factor for 3D pose estimation from a single camera is the twofold ‘forwards/backwards flipping’ ambiguity for each body part which leads to an exponential number of local minima. Rehg, Morris and Kanade [21] comprehensively analyze the ambiguities and propose a two-dimensional scaled prismatic model for figure registration which has fewer ambiguity problems. Sminchisescu and Triggs [22] propose to apply inverse kinematics to systematically explore the complete set of configurations which shows improved performance over the baselines. Then in a later work, they [23] propose to reduce the number of local minima by building ‘roadmaps’ of nearby minima linked by transition pathways.
which are found by searching for the codimension-1 saddle points. Simo-Serra et al. [24] first estimate the 2D joint locations and model each joint by a Gaussian distribution. Then they propagate the uncertainty to the 3D pose space and sample a set of 3D skeletons there. They learn a SVM to resolve the ambiguity by selecting the most feasible skeleton. In a later work [25], they propose to detect the 2D and 3D poses simultaneously by first sampling the 3D poses from a generative model and then reweighting the samplers by a discriminative 2D part detector model. They repeat the process until convergence.

The second class uses manually labelled body joints in multiple images as inputs. The use of multiple images eliminates much of the ambiguity of lifting 2D to 3D. Valmadre et al. [26] first apply rigid structure from motion to estimate the camera parameters and the 3D poses of the torsos (which are assumed to be rigid), and then requires human input to resolve the depth ambiguities for non-torso joints. Similarly, Wei et al. [27] propose “rigid body” constraints to remove the ambiguity. They assume that the pelvis and the left and right hip joints form a rigid structure, and require that the distance between any two joints on the rigid structure remain unchanged. They estimate the 3D poses by minimizing the discrepancy between the 3D pose projections and the 2D joint detections without violating the “rigid body” constraints.

The third class takes the joints in a single image as inputs. For example, Taylor [15] assumes the limb lengths are known and calculates the relative depths of the limbs. Barron and Kakadiaris [28] extend this idea by estimating the limb length parameters. Both approaches [15], [28] suffer from sign ambiguities. Pons-Moll, Fleet and Rosenhahn [29] propose to tackle the ambiguities by semantic pose attributes. These attributes represent Boolean geometric relationships between body parts which can be directly inferred from image data using a structured SVM model. They sample multiple poses from the distribution and select the best one by the attributes. Ramakrishna et al. [31] represent a 3D pose by a linear combination of PCA bases. They greedily add the most correlated basis into the model and estimate the basis coefficients by minimizing an $L_2$-norm error between the projection of the 3D pose and the 2D pose. They also enforce a constraint on the sum of the limb lengths of the 3D poses. This constraint is weak because the individual limb lengths are not necessarily correct, even if the sum is. Akhter and Black [30] propose to learn an even more strict prior, i.e., pose-conditioned joint angle limits from a large motion capture dataset. They also use sparse bases to represent poses. But different from ours, they do not use the robust reconstruction loss term neither the limb lengths constraints.

The fourth class [31], [32], [33], [34], [35], [36], [37] requires only a single image or image features. Mori et al. [31] match a test image to the stored exemplars, and transfer the matched 2D pose to the test image. They lift the 2D pose to 3D by [15]. Gregory et al. [33] propose to learn a set of hashing functions that efficiently index the training 3D poses. Bo et al. [38] use twin Gaussian Process to model the correlations between images and 3D poses. Elgammal et al. [32] learn a view-based silhouette manifold by Locally Linear Embedding (LLE) and the mapping function from the manifold to 3D poses. Agarwal et al. [34] present a method to recover 3D poses from silhouettes by direct nonlinear regression of the joint angles from the silhouette shape descriptors. These approaches do not explicitly estimate camera parameters and require a lot of training data from different viewpoints in order to generalize to other datasets. Ionescu, Carreira and Sminchisescu [9] propose to simulate the Kinect systems to first label the image pixels and then regress the 3D joint locations from the derived features. In [39], the authors apply deep networks to regress 3D human poses and 2D joint detections in images together under a multi-task framework. In [36], the authors propose a univeral network to regress the pixelwise segmentations, 2D poses and the 3D poses. The authors in [37] propose an dual-source approach to combine the 2D and 3D pose estimation datasets which improves the results when using only one data source. In a recent work [35], the authors propose to first detect the 2D poses in an image and then fit a 3D human shape model by minimizing the projection errors.

Our method only requires a single image as inputs. Unlike [31], [32], [33], [34], we explicitly estimate the camera parameters which reduces dependence on training data. Our method is similar to [13] but there are five differences: (i) we do not require human intervention. We obtain the 2D joint locations by applying a 2D pose detector [6] instead of by manual labeling; (ii) we use the $L_1$-norm penalty instead of the $L_2$-norm because it is more robust [17] to inaccurate 2D poses; (iii) we enforce eight limb length constraints, which is more effective than the sum of the limb lengths; (iv) we add an explicit $L_1$-norm regularization term on the basis coefficients in our formulation to encourage sparsity; while they greedily add a limited number of bases into the model. They need to re-estimate the basis coefficients every time a new basis is added; (v) We learn the bases on training data which combines all the actions while their approach splits the training data into classes, applies PCA to each class and finally combines the principal components as bases. Our approach is easier to generalize to other datasets because it does not require people to manually split the training data.

2.2 Related Work on M-Best Models

Meltzer et al. [40] observe that maximum a posteriori (MAP) estimates often do not agree with the groundtruth. There are several reasons accounting for this phenomenon. First, the algorithm computing the MAP estimate may get stuck in a local minimum. Second, the model itself is only an approximation and may depend on parameters which are learnt inaccurately from a small training dataset.

To address the problem, several work [3], [41], [42], [43], [44] propose to compute multiple 3D human poses for post-processing. For example, Sminchisescu and Jepson [41] present a mixture smoother for non-linear dynamical systems which can accurately locate multiple trajectories. They use dynamic programming or maximum a posteriori for picking the final solutions. This is similar to ours except that our work focuses on how to generate multiple solutions for a single static image. Kazemi et al. [44] first generate a set of high scoring 2D poses and then reorder them by training a rank-svm using a more complicated scoring function. Batra et al. [43] generate a diverse set of proposal solutions progressively by augmenting the energy function with a term measuring the similarity to previous solutions. Similarly, Park and Ramanan [42] propose an iterative method for computing
3 Pose Estimation from a Single Image

This section describes how our algorithm can estimate candidate solutions for the 3D pose and camera parameters from a single image. The input is the estimates of the 2D pose produced by a state-of-the-art detection algorithm [45].

The first two sections describe the material that was first presented in our preliminary work which outputs a single 3D pose estimate [14] while including additional details. The third section describes an extension which outputs multiple 3D poses and selects the best of these candidates.

3.1 The 3D Pose Representation

We describe the 2D and 3D pose representations and the camera model in Section 3.1.1, the measurement error in Section 3.1.2, the sparse linear combinations of bases in Section 3.1.3, the anthropometric constraint in Section 3.1.4 and the camera parameter estimation in Section 3.1.5.

3.1.1 The Representation and Camera Projection

We represent 2D and 3D poses by \( n \) joint locations \( x \in \mathbb{R}^{2n} \) and \( y \in \mathbb{R}^{3n} \), respectively. These can be expressed in matrix forms by \( X \in \mathbb{R}^{2 \times n} \) and \( Y \in \mathbb{R}^{3 \times n} \) respectively, where the \( i \)-th column are the 2D and 3D locations of the \( i \)-th joint. We assume that the 2D and 3D poses have already been mean-centered, i.e., the mean value of each row of \( X \) and \( Y \) is zero.

We assume that people are not close to the camera which enables us to use a weak perspective camera model. The camera projection matrix is denoted by \( M_0 = (m_1^T, m_2^T) \in \mathbb{R}^{2 \times 3} \) where \( m_1^T m_2 = 0 \). The scale parameters have been implicitly considered in the \( m_1 \) and \( m_2 \). In other words, \( \|m_1\| \) is not necessarily to be one. Then the 2D projection \( x \) of a 3D pose \( y \) is given by: \( x = My \), where \( M = I_n \otimes M_0 \), in which \( I_n \) is an identity matrix and \( \otimes \) is the Kronecker product.

3.1.2 The Measurement Error: \( L_1 \) or \( L_2 \) Norm

The measurement error quantifies the difference between the 2D pose and the projection of the 3D pose. In this paper we consider two different measurement errors, specified by the \( L_1 \) and \( L_2 \) norms respectively.

\[
||x - My||_1, \quad L_1 \text{ norm} \quad \text{and} \quad ||x - My||_2, \quad L_2 \text{ norm}. \quad (1)
\]

The \( L_2 \)-norm is the most widely used measurement error in the computer vision literature. But, as discussed earlier, there can be large errors, or outliers, in the 2D pose estimation due to occlusion and other factors. Fig. 2 gives an example of an “outlier” measurement. The right foot location (estimated by (6)) is very inaccurate and biases the 3D estimate to the wrong solution if the \( L_2 \) norm is used, while the \( L_1 \) norm gives a better estimate. Hence we prefer to use the \( L_1 \) norm because it is more robust to outliers [17]. In the experimental section we show that the \( L_1 \) norm gives better results.

3.1.3 Sparse Linear Combination of Bases

We represent a 3D pose \( y \) as a linear combination of a set of bases \( B = \{b_1, \ldots, b_k\} \), i.e., \( y = \sum_{i=1}^{k} \alpha_i b_i + \mu \) (or \( y = B\alpha + \mu \)), where the \( \alpha \) are the basis coefficients and \( \mu \) is the mean pose. The bases and the mean pose are learned from a dataset of 3D poses as described in Section 5.

Combining this with the measurement error gives a penalty

\[
||x - M(B\alpha + \mu)||_1. \quad (2)
\]

In addition, we apply an \( L_1 \) sparsity penalty \( \theta ||\alpha||_1 \) on the coefficients \( \alpha \) so that typically only a few bases are activated for each 3D pose. This is aimed to reduce the effective dimension of the 3D pose space. Although human poses are highly variable geometrically it is clear that they do not form a linear space so not all linear combination of bases should be allowed. In fact researchers have shown that 3D poses can be modelled by a low dimensional non-linear space [46]. This leads to an objective penalty, which combines the measurement error with the sparsity prior

\[
\min_{\alpha} ||x - M(B\alpha + \mu)||_1 + \theta ||\alpha||_1, \quad (3)
\]

where \( \theta > 0 \) is a parameter which balances the projection error and the sparsity penalty. The sparsity penalty can be thought of as a sparsity prior on the set of 3D poses when combined with the requirement that each pose is a linear sum of bases. In our experiments, we set the parameter \( \theta \) by cross-validation. More specifically, it is set to be 0.01 in all experiments.
There is, however, a problem with using Eq. (3) by itself. We have observed that there are 3D configurations \( y \) for which the objective function takes small values, but which are unlike human poses. Hence the sparsity prior is not sufficient and needs to be strengthened.

### 3.1.4 Anthropomorphic Constraints

It is known that the limb length ratios of different people are similar in spite of the differences in their heights. This is sometimes called an anthropometric, or structural, prior and has been explored to decrease the ambiguities for human pose estimation [13], [15], [16]. By itself it is not sufficient because it allows sign ambiguities and cannot distinguish, for example, between an arm pointing forward or backward.

We use the anthropometric prior to strengthen our sparsity prior. This requires formulating it as an anthropometric constraint which we can incorporate into our objective function. More specifically, we require that the lengths of the eight limbs of a 3D pose should comply with certain proportions. The eight limbs are the Left Upper Arm (LUA), Right Upper Arm (RUA), Left Lower Arm (LLA), Right Lower Arm (RLA), Left Upper Leg (LUL), Right Upper Leg (RUL), Left Lower Leg (LLL), and Right Lower Leg (RLL), respectively. These limb proportions are computed from the statistics of the poses in the training dataset (they are independent of individual subjects). We now proceed with the formulation.

We define a joint selection matrix \( E_j = [0, \ldots, I_1, \ldots, 0] \in \mathbb{R}^{3 \times 3^n} \), where the \( j \)th block is an identity matrix of dimension \( 3 \times 3 \) and the other blocks are zeros. We can verify that the product of \( E_j \) and \( y \) returns the 3D location of the \( j \)th joint in pose \( y \). Let \( C_i = E_{i1} - E_{i2} \). Then \( \|C_iy\|_2^2 \) is the squared length of the \( i \)th limb whose ends are the \( i_1 \)th and \( i_2 \)th joints.

We normalize the squared limb length of right lower leg to one and compute the average squared lengths of the other seven limbs (say \( L_i \)) correspondingly from the training data. We propose the following constraints \( \|C_i(B\alpha + \mu)\|_2^2 = L_i \).

#### 3.1.5 Robust Camera Estimation

Another component of the approach is to estimate the camera parameters \( M_0 \) given the estimated 3D pose \( y \) and the corresponding 2D pose \( x \) by minimizing the \( L_1 \)-norm projection error. Ideally the equality relationship between the 2D and 3D poses: \( X = M_0Y \) should hold, where \( M_0 = \begin{pmatrix} m_1^T & m_2^T \end{pmatrix} \) is the projection matrix of a weak perspective camera. Note that the scale parameters have been implicitly considered in the \( m_1 \) and \( m_2 \). So we propose to estimate the camera parameters \( m_1 \) and \( m_2 \) by solving the following problem:

\[
\min_{m_1, m_2} \left\| X - \begin{pmatrix} m_1^T \\ m_2^T \end{pmatrix} Y \right\|_1, \quad \text{s.t. } m_1^T m_2 = 0. \tag{4}
\]

### 3.2 The Inference Algorithm: Estimating the 3D Pose and the Camera Parameters

Given the discussions above, we obtain the complete objective function which depends on both the basis coefficients and the camera parameters

\[
\min_{\alpha, M} \left\| x - (B\alpha + \mu) \right\|_1 + \theta \| \alpha \|_1
\]

\[
\text{s.t. } \| C_i(B\alpha + \mu) \|_2^2 = L_i, \quad i = 1, \ldots, 8
\]

\[
m_1^T m_2 = 0,
\]

where \( M = I_n \otimes M_0 \) and \( M_0 = \begin{pmatrix} m_1^T \\ m_2^T \end{pmatrix} \). We minimize the objective function by alternating between \( M \) (with \( \alpha \) fixed) and \( \alpha \) (with \( M \) fixed). We first initialize the 3D pose to be the mean pose of the training dataset and optimize \( M \). Then with the estimated \( M \) we optimize the basis coefficients \( \alpha \). Both the basis coefficient estimation and camera parameter estimation problems are not convex because of the quadratic equality constraints. We solve the problem by using an alternating direction method [47]. Briefly, we define an augment Lagrangian function which contains primal variables (the 3D pose coefficients and the camera parameters) and dual variables (Lagrange multipliers which enforce the equality constraints). The ADM updates the variables by extremizing an augmented Lagrangian function with respect to the primal and dual variables alternately. Although there is no guarantee of global optimum, we almost always obtain reasonably good solutions (see Section 3.3 for how we address this non-convexity issue by producing multiple solutions).

### 3.3 Producing Several Candidate Poses

The objective function in Eq. (5) is non-convex in \( M \) and \( \alpha \) so we cannot guarantee that our algorithm has found the global minimum. This motivates us to extend our approach to output a diverse set of \( K \) solutions. After that we describe how to select the best 3D pose from these candidates.

We require that the \( K \) 3D poses \( \Gamma \) returned by the model are dissimilar to each other to avoid redundancy. We use the squared euclidean distance between two poses \( y_i \) and \( y_j \), as the dissimilarity measure, i.e.,

\[
\Delta(y_i, y_j) = \| y_i - y_j \|_2^2
\]

Note that we use \( L_2 \)-norm rather than the \( L_1 \)-norm here because two poses are dissimilar even when only one joint of the two poses is dissimilar. To estimate the \( K \)th candidate pose \( y_K \) given the 2D pose \( x \) and the first \( K - 1 \) poses \( \{y_i \mid i = 1, \ldots, K - 1\} \), we solve an augmented minimization problem which minimizes a linear combination of the original objective function and the \( y_K \)'s similarity to the existing poses

\[
\min_{\alpha} \left( x - M(B\alpha + \mu) \right)_1 + \theta_1 \| \alpha \|_1 + \theta_2 \sum_{i=1}^{K-1} \| B\alpha + \mu - y_i \|_2^2
\]

\[
\text{s.t. } \| C_i(B\alpha + \mu) \|_2^2 = L_i, \quad i = 1, \ldots, 8,
\]

where \( \theta_2 \leq 0 \) is a parameter which balances the loss term and the similarity term. The problem can be solved by a small modification of our original ADM based optimization algorithm. We set the parameter \( \theta_1 \) the same as the \( \theta \) in the previous model. The parameter \( \theta_2 \) is set by cross-validation. In particular, it is set to be \(-0.1\) in all experiments.

We now select the best 3D pose from the set of \( K \) candidates. We observe that the 3D pose estimate that minimizes the objective function in Eq. (5) is sometimes not the best solution. Fig. 3 shows an example where the fifth candidate rather than the first one is the best among the six candidates. Fig. 4 (left) shows the rank distributions of the best pose among the candidates. We can see from the left most green
bar that, for only about 30 percent of testing samples, the first estimate is the best estimate (closest to the ground-truth). In other words, the best one is not in the first position (rank one) for nearly 70 percent of the cases. The right figure shows the estimation error distributions of selecting the first pose versus selecting the best pose (using oracle) from the candidates. We can see that the performance can be significantly improved if we can select the “correct” estimate from the candidates.

Why is the best solution (as evaluated by groundtruth) not always the 3D pose that minimizes the objective function? This may occur because of the limitations of the objective function. But it can also happen that because of the nature of our ADM algorithm the anthropometric constraints have not fully been enforced. Hence the 3D pose candidates may partially violate the anthropometric constraints. Fig. 7 (blue bars) shows that the limb length errors for the eight limbs are not zero although they are small. This motivates selecting the candidate 3D pose which best satisfies the anthropometric constraints. We show, in the experimental section, that this improves our results.

4 Pose Estimation from a Video

Now suppose we have a video sequence as input. This gives another way to improve 3D pose estimation using our K best candidates. For each image frame, we estimate K candidates and use temporal information to select the best sequence.

We define an objective function which encourages similarity among the 3D poses in adjacent frames [3], [48] and uses unary terms similar to those defined for static images. We compute the euclidean distance between two neighboring poses as the pairwise term \( \Delta(y_i, y_j) \). This term discourages sharp pose changes which can be helpful for difficult images especially when their neighbouring estimations are accurate.

Suppose a video sequence consists of \( T \) frames. For each frame \( P, t = 1, \ldots, T \), we first obtain the K-best estimations \( y^{*}_{i}, j = 1, \ldots, K \) using the proposed method. Then we infer the best pose \( y^{*}_{i} \), \( 1 \leq j_i \leq K \) for each frame by minimizing an objective function

\[
  j^* = \min_{(j_1, \ldots, j_T)} \sum_{t=1}^{T} f(y^{*}_{i}) + \theta_2 \sum_{t=1}^{T-1} \Delta(y^{*}_{i}, y^{*}_{i+1}).
\]

Here \( f(.) \) measures how well a 3D pose obeys the anthropometric constraints (unary term) while the \( \Delta(.) \) function measures the differences between adjacent poses (the pairwise term), \( \theta_2 \geq 0 \) specifies the trade off between the unary term and the pairwise term, which is set by cross validation.

We use dynamic programming to estimate \( j^* \) by minimizing the objective function in Eq. (7). This exploits the one-dimensional nature of the problem and is efficient since we only enforce temporal smoothness between adjacent time frames. Experiments show that this simple extension can yield improvements in the 3D pose estimation results.

4.1 The Unary Term

We investigated two candidate unary terms in this work. The first is the measurement error between the projected 3D pose and the estimated 2D pose. We found this was not effective because the measurement errors of the top \( K \) candidates are very similar. The reason is that incorrect 3D poses can have small measurement errors because the camera parameters compensate (i.e., bad 3D poses with bad camera parameters can still give small projection/measurement errors). Second, we measured how well the 3D pose satisfies the anthropometric constraints. More precisely, we computed the absolute difference between the estimated limb length and the mean limb length \( L \) obtained during training. This was effective and we used the second method in our experiment. Note that we also use anthropometric constraints when selecting the best solution for a single image from a set of \( K \) proposals, i.e., we use these constraints for both static images and video sequences to select from a set of candidates.

5 Basis Learning

We now describe how we learn the bases using sparse coding in experiments. We compare with two most popular basis learning methods including PCA and classwise PCA.

5.1 Our Basis Learning Method

We learn the bases from a set of of 3D skeletons \( Y = [y_1, \ldots, y_l] \) by optimizing the empirical cost function

\[
  f_i(B) = \frac{1}{l} \sum_{j=1}^{l} c(y_{i}, B).
\]

Here \( B \) is the basis dictionary to be learned with each column representing a pose basis, and \( c(\cdot, \cdot) \) is a loss function such that \( c(y, B) \) is small if \( B \) represents the pose \( y \) well. Also \( c(\cdot, \cdot) \) imposes sparsity so that each pose is typically represented by only a small number of bases. Note that over-complete dictionaries with \( k \geq 3n \) are allowed. As
is given by

\[ B a b \text{ from } B k : \left( \begin{array}{c}
22 y / C 0 \n2 y / C 20 \n8 / C 1 I y 1 \n\end{array} \right) \]
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\[ y 8 / C 1 I y 1 \] are known and recover the 3D columns, i.e., the norms of each basis, to have an

less than or equal to one
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number of bases is limited by the dimension of the poses (i.e., PCA, classwise PCA and sparse coding) in a 3D pose

principal eigenvectors as the bases. Note that the maximum

methods proposed in the literature. The first method [46]

5.2 Other Basis Learning Methods

We compare our approach with two classic basis learning

proposed in the literature. The first method [46] applies PCA to the training motion capture data and uses the

principal eigenvectors as the bases. Note that the maximum

number of bases is limited by the dimension of the poses (3n in our case) because the eigenvectors are orthogonal to each

As discussed in [13], it is problematic to directly apply

PCA to the poses for all 3D actions because PCA is most suit-

able to data which comes from a single-mode Gaussian dis-

tribution. Usually this is a very strong assumption. Hence

Ramakrishna et al. [13] split the training dataset into differ-

ent classes using the action labels and assume that the data

of each action class follows the Gaussian distribution. They

apply PCA on each class, and combine the principal compo-

nents in each class as the bases. We name this approach class-

wise PCA. Since the bases learned for different classes are

learned separately, there may be redundancy when com-

pared with those jointly learned bases.

We evaluate the three different basis learning methods

(i.e., PCA, classwise PCA and sparse coding) in a 3D pose

reconstruction setting. We reconstruct each 3D pose \( y \) by

solving an \( L_1 \)-norm regularized least square problem

\[
\min_{\alpha} \frac{1}{2} \| y - B \alpha \|^2 + \lambda \| \alpha \|_1. \tag{11}
\]

We compute the reconstruction error \( \| y - B \alpha \|_2 \) as the evaluation metric. The average reconstruction errors using different number of bases are shown in Fig. 5a. Note that the maximum number of bases for PCA and classwise PCA methods is 36 (which is the dimension of a 3D pose) and 144 (36 \( \times \) 4 classes), respectively. The reconstruction error of PCA bases is the largest (slightly above 0.5) because the poses do not follow Gaussian distribution and the number of PCA bases is small. Although the reconstruction errors of classwise PCA bases gradually decrease as more bases are introduced, they are still larger than those of the sparse bases. One of the main reasons might be that the classwise PCA method does not encourage basis sharing between action classes. Hence the bases might contain redundancy. In contrast, the sparse bases are shared between classes as they are learned from the training data of different action classes together. In addition, Fig. 5b shows that fewer bases are activated using sparse bases. This also justifies their representa-

tive power.

6 Evaluation on Single Images

We conduct two types of experiments to evaluate our

approach. The first type is synthetic where we assume the

groundtruth 2D joint locations are known and recover the

3D poses. We systematically evaluate: (i) the influence of

the three factors in the model, i.e., the \( L_1 \)-norm measure-

ment error, the anthropometric constraints and the \( L_1 \)-norm sparsity regularization on the basis coefficients; (ii) the

influence of the 2D pose accuracy; (iii) the influence of the

relative human-camera angles; (iv) the generalization capa-

bilities of the learned bases. The second type of experiments

is real: we estimate the 2D joint locations by running a state-

of-the-art 2D pose detector [45] and then estimate the 3D

poses. We compare our method with the state-of-the-art

ones [13], [24], [50]. We also observe that our approach can

refine the original 2D pose estimations by projecting the

inferred 3D pose back to the images.

We use 12 body joints, i.e., the left and right shoulders,

elbows, hands, hips, knees and feet, for quantitative evalu-

ation, which is consistent with the 2D pose detector [45]. We

learn 200 bases for all experiments and approximately 14

bases are activated for representing a 3D pose.

6.1 The Datasets

We evaluate our approach on two benchmark datasets: the

HumanEva [51] and the H3.6M [52] datasets. Following the

previous work, e.g., [24], we use the walking and jogging

actions of three subjects for evaluation (the fourth subject is

withheld by the authors) and learn the bases on the training

subset of the poses independently for each action. We report

results on the validation sequences. The H3.6M dataset [52]

includes 11 subjects performing 15 actions, such as eating,

posing and walking. We use the data of subjects S1, S5, S6,

S7 and S8 for training and the data of S9 and S11 for testing.

6.2 Synthetic Experiments: Known 2D Poses

We assume the 2D poses \( x \) are known and recover the 3D

poses \( y \) from \( x \). We use mean 3D joint error [51] as evalua-

tion metric which is the average error over all joints. The
results are reported using unit of millimetres (mms). All synthetic experiments are on the HumanEva dataset.

6.2.1 Necessity of Basis Representation
We first discuss the necessity of the basis representation. We design a baseline which represents a 3D pose by the nearest neighbor. Intuitively, we treat all training poses as bases and represent a pose by its nearest neighbor. Since the training poses should approximately satisfy the limb length constraints, we remove those constraints. We also remove the sparsity term because only one basis will be activated. The 3D pose which can minimize the $L_1$-norm projection error is the final estimate. The mean square error on the HumanEva dataset for this method is about 72 mms while the result for our proposed method is about 40 mms. We think the main reason for the degraded performance is because the training poses differ from the testing poses and the nearest neighbor method does not have the capability to represent the unseen poses.

6.2.2 Influence of the Three Factors
We evaluate the influence of the three factors in the proposed method: the robust $L_1$-norm measurement error, the anthropometric constraints and the sparsity regularization term.

We compare our approach with seven baselines. The first is symbolized as L2S which uses the $L_2$-norm error function and Sparsity term on the basis coefficients. The second baseline is L1A which uses the $L_1$-norm measurement error function and Anthropomorphic constraints. The remaining baselines are symbolized as L2, L2A, L2AS, L1 and L1S whose meanings can be similarly understood by their names. We solve the non-convex optimization problems in L2A and L2AS by the ADM method used to solve our method (L1AS). To solve the optimization problems in the other baselines, we use CVX, a package for solving convex programs [53].

Fig. 6 shows the results on the HumanEva dataset. First, the four baselines without the sparsity term (i.e., L1, L1A, L2 and L2A) achieve much larger estimation errors than those with the sparsity term (i.e., L1S, L1AS, L2S and L2AS). The results demonstrate that the bases encode the priors in human poses and can prevent overfitting to 2D poses—given enough bases, the 2D projection error could always be decreased to zero but the resulting 3D pose might still have large errors. Using sparse bases helps prevent it from happening.

Second, enforcing the eight limb length constraints further improves the performance, e.g., L2AS outperforms L2S and our approach outperforms L1S. Fig. 7 shows that the limb lengths of the estimated poses are more accurate by enforcing the anthropometric constraints. Third, using the $L_1$-norm reconstruction error outperforms $L_2$-norm, e.g., L1AS is better than L2AS and our approach is slightly better than L2AS. However, the difference is small because the poses in this experiment are accurate which does not reveal the potential influences of the $L_1$-norm penalty function. It is interesting to see that L1 is worse than L2. The reason is that ignoring the anthropometric constraints and the sparsity term will result in implausible 3D poses. In this case, using the robust term will tolerate inconsistent matches between the 3D pose projections and the 2D poses (which are accurate in this experiment).

6.2.3 Influence of Inaccurate 2D Poses
We evaluate the robustness of our approach to inaccurate 2D pose estimations. We generate outlier 2D poses by adding seven levels (magnitudes) of noises to the accurate 2D poses to simulate 2D pose estimation errors. In particular, for each 2D pose, we randomly select a body joint, generate a random 2D spatial shift orientation, and add the corresponding transformation (of a certain magnitude) to the selected joint. The magnitude of the $i$th level of noises is $8i$ pixels.

Fig. 8 demonstrates the results for L1AS, L2AS and L1S on the HumanEva dataset. We do not report the results for the
other five baselines because the estimation errors are very large compared to these three. We can see that L1AS performs much better than the other two. For example, the estimation errors are smaller than 100 for 60 percent of data for L1AS even when the largest (7th) level of noises are added. In contrast, this number is decreased to only 40 percent for L2AS. The results verify that $L_1$-norm is more robust to inaccurate 2D poses than $L_2$-norm. L1S performs worst among the three which also shows the importance of anthropometric constraints especially when the 2D joint locations are inaccurate.

### 6.2.4 Influence of Human-Camera Angles

The degree of ambiguities in 3D pose estimation depends on the relative angle between human and camera. Generally speaking, ambiguity is largest when people face the cameras and is the smallest when people turn sideways. We quantitatively evaluate the approach’s disambiguation ability on various human-camera angles. We synthesize ten virtual cameras of different panning angles and project the 3D poses to 2D using the virtual cameras. Then we estimate the 3D poses from the 2D projections in each camera and compare the estimation results. More specifically, we first transform the 3D poses into a local coordinate system, where the $x$-axis is defined by the line passing the two hips, the $y$-axis is defined by the line of spine and the $z$-axis is the cross product of the $x$-axis and $y$-axis. Then we rotate the 3D poses around $y$-axis by a particular angle, ranging from 0 to 180, and project them to 2D by a weak perspective camera. Note that the $y$-axis is the axis where most viewpoint variations happen in real world images. Hence we only report the performance for the $y$-axis rotations for space limitations.

Fig. 9 shows that the average estimation errors of the method proposed in [13] increase quickly as human moves from profile (90 degrees) towards frontal pose (0 degree). However, our approach is more robust against viewpoint changes due to the structural prior imposed by the sparse bases and the strong limb length constraints.

### 6.2.5 Influence of Camera Parameter Estimation

Fig. 10 (left) shows the estimation errors of the camera rotation angles (i.e., yaw, pitch and roll). We can see that the errors are small for most cases. Fig. 10 (right) shows the 3D pose estimation errors using the estimated cameras and ground truth cameras, respectively. Note that when using ground truth camera parameters, we do not update them in each iteration. We can see that camera estimation results can affect the 3D pose estimation to some extent.

The initialization of the 3D pose influences the 3D pose estimation accuracy—more accurate 3D pose initializations can improve the final result. So we cluster the training poses into 30 finer clusters and initialize the 3D pose with each of the centers respectively. We optimize the 3D poses for the 30 initializations in parallel and keep the one which is closest to ground truth. The performance can be further improved using finer initializations as shown in Fig. 10.

### 6.2.6 Generalization Capabilities of the Bases

We conduct three types of experiments to validate the generalization capabilities of our approach: (1) cross-subject, (2) cross-action and (3) cross-datasets experiments.

For the cross-subject experiment (on the HumanEva dataset including all the six actions), we use the leave-one-subject-out criteria, i.e., training on the two subjects and testing on the remaining one. The average error is about 43.2 mms. This is comparable with the previous experiment setup (the result is 40 mm) when training and testing on all subjects.

Similarly for the cross-action experiment (on the HumanEva dataset), we use the leave-one-action-out criteria. In this experiment, we use the sequences of all the six actions provided in the dataset in addition to the walking and jogging sequences. In particular, we train on the poses of the five actions and test on the remaining one. We repeat the above process for all the six configurations and report the average estimation error. In this experiment, The average estimation error is about 48.4 mms which is slightly higher than training/testing on the same actions. This slight performance degradation is reasonable as the bases are learned from different actions which might have different sets of poses.

For the cross-datasets experiment, we train on the H3.6M dataset (including all actions) and test on the HumanEva dataset. The average estimation error is about 57.3 mms. The estimation error is larger than the previous one and the reason might be because the two datasets have slightly different annotations. For example, the hip joints might correspond to slightly different parts of the human body. Another reason might be because the two datasets have different sets of actions. But overall, this is still a reasonable performance.
We present results for both walking and jogging actions of all three subjects and camera C1. The numbers in each cell are the mean 3D joint errors and standard deviation, respectively. We use the unit of millimeter as in [24] and [50]. The length of the right lower leg is about 380 mm. See Section 6.3.1.

### 6.3 Real Experiments: Unknown 2D Poses

We first estimate the 2D joint locations in the test images by running a 2D pose detector [45]. Then we estimate the 3D poses from the 2D joint locations. We compare our method with the state-of-the-arts in Section 6.3.1. We also observe that by projecting the estimated 3D poses and camera parameters to 2D, we can actually improve the 2D pose estimation results. This is stated in Section 6.3.2.

#### 6.3.1 Comparison to the State-of-the-Arts

We compare our approach with the state-of-the-art ones [24], [25], [50] on the HumanEva and the H3.6M datasets. Table 1 shows the mean squared errors and the standard deviations. Note that the results are not directly comparable because of different experiment setups. First, it is fair to compare the results of ours (using 2D detector [6]) with the methods [24], [25] as they use the same 2D pose detectors. Second, our method using the state-of-the-art 2D pose detector outperforms our method using [6] which is mainly due to the improvement from the 2D joint location estimation. Method [38] achieves similar performance as our method by assuming that the silhouettes are known. Table 2 shows the results on the H3.6M dataset. We can see that our method achieve comparable performance as the state-of-the-arts.

#### 6.3.2 Evaluation on 2D Pose Estimation

We observe that projecting the estimated 3D pose by the camera parameters can improve the original 2D pose estimations. The reason is that the sparse bases and the anthropometric constraints could bias the estimated 3D pose to a correct configuration in spite of the errors in 2D joint locations. In experiments, we project the estimated 3D poses to 2D and compare it with the original 2D pose estimation [6] and [13]. For [13], we project its estimated 3D pose to 2D image.

We report the results using two criteria. The first is the probability of correct pose (PCP)—an estimated body part is considered correct if its segment endpoints lie within 50 percent of the length of the ground-truth segment from their annotated location as in [6]. The second criterion is the euclidean distance between the estimated 2D pose and the groundtruth in pixels as in [24]. Table 3 shows the estimation accuracy on each of the eight body parts and the overall accuracy. We can see that our approach performs the best on six body parts. In particular, we improve over the state-of-the-arts.

### Table 1

**Real Experiment on the HumanEva Dataset: Comparison with the State-of-the-Art Methods [24], [50]**

<table>
<thead>
<tr>
<th>Walking</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours (2D[6])</td>
<td>54.3 (16.2)</td>
<td>43.5 (14.9)</td>
<td>67.4 (10.3)</td>
<td>55.06</td>
</tr>
<tr>
<td>Ours (2D[45])</td>
<td>40.3 (17.4)</td>
<td>37.6 (14.5)</td>
<td>37.4 (18.3)</td>
<td>38.43</td>
</tr>
<tr>
<td>[25]</td>
<td>65.1 (17.4)</td>
<td>48.6 (29.0)</td>
<td>73.5 (21.4)</td>
<td>62.4</td>
</tr>
<tr>
<td>[24]</td>
<td>99.6 (42.6)</td>
<td>108.3 (42.3)</td>
<td>127.4 (24.0)</td>
<td>111.76</td>
</tr>
<tr>
<td>[50]</td>
<td>89.3</td>
<td>108.7</td>
<td>113.5</td>
<td>103.83</td>
</tr>
<tr>
<td>[38]</td>
<td>38.2 (21.4)</td>
<td>32.8 (23.1)</td>
<td>40.2 (23.2)</td>
<td>37.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Jogging</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours (2D[6])</td>
<td>54.6 (10.7)</td>
<td>43.3 (12.1)</td>
<td>34.4 (10.2)</td>
<td>44.1</td>
</tr>
<tr>
<td>Ours (2D[45])</td>
<td>39.7 (9.7)</td>
<td>36.2 (7.8)</td>
<td>38.4 (27.8)</td>
<td>38.1</td>
</tr>
<tr>
<td>[25]</td>
<td>74.2 (22.3)</td>
<td>46.6 (24.7)</td>
<td>32.2 (17.5)</td>
<td>51.0</td>
</tr>
<tr>
<td>[24]</td>
<td>109.2 (41.5)</td>
<td>93.1 (41.1)</td>
<td>115.8 (40.6)</td>
<td>106.03</td>
</tr>
<tr>
<td>[38]</td>
<td>42.0 (12.9)</td>
<td>34.7 (16.6)</td>
<td>46.4 (28.9)</td>
<td>41.03</td>
</tr>
</tbody>
</table>

### Table 2

**Real Experiment on the H3.6M Dataset: Comparison with the State-of-the-Art Methods**

<table>
<thead>
<tr>
<th>Directions</th>
<th>Discussion</th>
<th>Eating</th>
<th>Greeting</th>
<th>Phoning</th>
<th>Photo</th>
<th>Posing</th>
<th>Purchases</th>
</tr>
</thead>
<tbody>
<tr>
<td>LinKDE [52]</td>
<td>115.79</td>
<td>113.27</td>
<td>99.52</td>
<td>128.80</td>
<td>113.44</td>
<td>183.09</td>
<td>131.01</td>
</tr>
<tr>
<td>Li et al. [54]</td>
<td>-</td>
<td>136.88</td>
<td>96.94</td>
<td>124.74</td>
<td>-</td>
<td>168.68</td>
<td>-</td>
</tr>
<tr>
<td>Tekin et al. [55]</td>
<td>102.39</td>
<td>158.52</td>
<td>87.95</td>
<td>126.83</td>
<td>118.37</td>
<td>185.02</td>
<td>114.69</td>
</tr>
<tr>
<td>Zhou et al. [56]</td>
<td>87.36</td>
<td>109.31</td>
<td>87.05</td>
<td>103.16</td>
<td>116.18</td>
<td>143.32</td>
<td>106.88</td>
</tr>
<tr>
<td>SMPLify [35]</td>
<td>62.0</td>
<td>60.2</td>
<td>67.8</td>
<td>76.5</td>
<td>92.1</td>
<td>77.0</td>
<td>73.0</td>
</tr>
<tr>
<td>Ours (2D detector [45])</td>
<td>90.34</td>
<td>117.56</td>
<td>86.02</td>
<td>110.98</td>
<td>123.48</td>
<td>154.90</td>
<td>100.49</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Directions</th>
<th>Sitting</th>
<th>SittingDown</th>
<th>Smoking</th>
<th>Waiting</th>
<th>WalkDog</th>
<th>Walking</th>
<th>WalkTogether</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>LinKDE [52]</td>
<td>160.92</td>
<td>172.98</td>
<td>114.00</td>
<td>138.95</td>
<td>180.56</td>
<td>131.15</td>
<td>146.14</td>
<td>138.30</td>
</tr>
<tr>
<td>Li et al. [54]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tekin et al. [55]</td>
<td>136.15</td>
<td>205.65</td>
<td>118.21</td>
<td>146.66</td>
<td>126.11</td>
<td>65.86</td>
<td>77.21</td>
<td>125.28</td>
</tr>
<tr>
<td>Zhou et al. [56]</td>
<td>124.52</td>
<td>199.23</td>
<td>107.42</td>
<td>118.09</td>
<td>114.23</td>
<td>79.39</td>
<td>97.70</td>
<td>113.01</td>
</tr>
<tr>
<td>SMPLify [35]</td>
<td>100.3</td>
<td>137.3</td>
<td>83.4</td>
<td>77.3</td>
<td>79.7</td>
<td>86.8</td>
<td>81.7</td>
<td>82.3</td>
</tr>
<tr>
<td>Ours (2D detector [45])</td>
<td>130.58</td>
<td>200.67</td>
<td>130.56</td>
<td>110.29</td>
<td>123.98</td>
<td>64.89</td>
<td>87.98</td>
<td>115.34</td>
</tr>
</tbody>
</table>

*The results are obtained on the testing dataset making the method not directly comparable to ours.

### Table 3

**2D Pose Estimation Results**

<table>
<thead>
<tr>
<th>PCP</th>
<th>LU A</th>
<th>LL A</th>
<th>RU A</th>
<th>RL A</th>
<th>LUL</th>
<th>LLL</th>
<th>RUL</th>
<th>RLL</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yang et al. [6]</td>
<td>0.751</td>
<td>0.416</td>
<td>0.771</td>
<td>0.286</td>
<td>0.857</td>
<td>0.825</td>
<td>0.910</td>
<td>0.894</td>
<td>0.714</td>
</tr>
<tr>
<td>Ramakrishna et al. [13]</td>
<td>0.792</td>
<td>0.383</td>
<td>0.722</td>
<td>0.241</td>
<td>0.906</td>
<td>0.829</td>
<td>0.890</td>
<td>0.849</td>
<td>0.702</td>
</tr>
<tr>
<td>Ours</td>
<td>0.829</td>
<td>0.376</td>
<td>0.800</td>
<td>0.245</td>
<td>0.955</td>
<td>0.861</td>
<td>0.963</td>
<td>0.902</td>
<td>0.741</td>
</tr>
</tbody>
</table>

We report: (1) the Probability of Correct Pose (PCP) for the eight body parts and the whole pose, (3) and the euclidean distance between the estimated 2D pose and the groundtruth in pixels.
which makes the approach robust to inaccurate 2D pose estimates. Third, the problem of local optimum is alleviated by generating several probable but diverse solutions and selecting the correct one using temporal consistency cues.

### APPENDIX A

#### OPTIMIZATION

We sketch the major steps of ADM for solving our pose estimation (Eq. (6)) and camera parameter estimation (Eq. (4)) problems. The $k$ and $l$ are the number of iterations.

#### A.1 3D Pose Estimation

Given the currently estimated camera parameters $M$ and the detected 2D pose $x$, we estimate the 3D pose by solving the following $L_1$ minimization problem using ADM

$$
\min_{\alpha} \left\| x - M(B\alpha + \mu) \right\|_1 + \theta_1 \left\| \alpha \right\|_1 + \theta_2 \sum_{i=1}^{K-1} \left\| B\alpha + \mu - y_i \right\|^2
$$

s.t. $\left\| C_i(B\alpha + \mu) \right\|_2 = L_i, i = 1, \ldots, m. $ (12)

We introduce two auxiliary variables $\beta$ and $\gamma$ and rewrite Eq. (12) as

$$
\min_{\alpha, \beta, \gamma} \left\| \gamma \right\|_1 + \theta_1 \left\| \beta \right\|_1 + \theta_2 \sum_{i=1}^{K-1} \left\| B\alpha + \mu - y_i \right\|^2
$$

s.t. $\gamma = x - M(B\alpha + \mu), \alpha = \beta,

\left\| C_i(B\alpha + \mu) \right\|_2 = L_i, i = 1, \ldots, m. $ (13)

The augmented Lagrangian function of Eq. (13) is

$$
L_1(\alpha, \beta, \gamma, \lambda_1, \lambda_2, \eta) = \left\| \gamma \right\|_1 + \theta_1 \left\| \beta \right\|_1 + \theta_2 \sum_{i=1}^{K-1} \left\| B\alpha + \mu - y_i \right\|^2
$$

$$
+ \lambda_1^T \left[ \gamma - x + M(B\alpha + \mu) \right] + \lambda_2^T (\alpha - \beta)
$$

$$
+ \frac{\eta}{2} \left[ \left\| \gamma - x + M(B\alpha + \mu) \right\|^2 + \left\| \alpha - \beta \right\|^2 \right],
$$

where $\lambda_1$ and $\lambda_2$ are the Lagrange multipliers and $\eta > 0$ is the penalty parameter. ADM is to update the variables by minimizing the augmented Lagrangian function w.r.t. the variables $\alpha$, $\beta$ and $\gamma$ alternately.

#### A.1.1 Update $\gamma$

We discard the terms in $L_1$ which are independent of $\gamma$ and update $\gamma$ by

$$
\gamma^{k+1} = \arg\min_\gamma \left\| \gamma \right\|_1 + \frac{\eta_k}{2} \left\| \gamma - x + M(B\alpha^k + \mu) - \frac{\lambda_1^k}{\eta_k} \right\|^2,
$$

which has a closed form solution [57].

#### A.1.2 Update $\beta$

We drop the terms in $L_1$ which are independent of $\beta$ and update $\beta$ by

$$
\beta^{k+1} = \arg\min_\beta \left\| \beta \right\|_1 + \frac{\eta_k}{2\theta} \left\| \beta - \left( \frac{\lambda_2^k}{\eta_k} + \alpha^k \right) \right\|^2,
$$
which also has a closed form solution [57].

A.1.3 Update α

We dismiss the terms in \( L_1 \) which are independent of \( α \) and update \( α \) by

\[
α^{k+1} = \arg \min_α z^T W z \quad \text{s.t.} \quad z^T Ω_i z = 0, \quad i = 1, \ldots, m, \tag{14}
\]

where \( z = [α^T 1]^T \).

\[
W = \left( \begin{array}{c}
B^T M^T MB + I + \frac{2(h(K-1))}{η_k} BB^T \\
2 \left( \frac{y^{k+1} - x + Mμ + \frac{λ_i}{η_k}}{η_k} \right)^T MB - β^{k+1} + \frac{λ_i^2}{η_k} + D
\end{array} \right) 0
\]

and

\[
Ω_i = \left( \begin{array}{c}
B^T C^T C_i B \\
μ_i C^T C_i B
\end{array} \right) \left( \begin{array}{c}
B^T C^T C_i μ \\
μ_i C^T C_i μ - L_i
\end{array} \right)
\]

\[
D = \frac{2η}{η_k} \sum_{i=1}^{K-1} (μ_i - μ).\]

Let \( Q = zz^T \). Then the objective function becomes \( z^T W z = \text{tr}(WQ) \) and Eq. (14) is transformed to

\[
\min_Q \quad \text{tr}(WQ) \\
\text{s.t.} \quad \text{tr}(Ω_i Q) = 0, \quad i = 1, \ldots, m, \quad Q \succeq 0, \quad \text{rank}(Q) \leq 1. \tag{15}
\]

We still solve problem (15) by the alternating direction method [57]. We introduce an auxiliary variable \( P \) and rewrite the problem as

\[
\min_{Q,P} \quad \text{tr}(WQ) \\
\text{s.t.} \quad \text{tr}(Ω_i Q) = 0, \quad i = 1, \ldots, m, \quad P = Q, \quad \text{rank}(P) \leq 1, \quad P \succeq 0. \tag{16}
\]

Its augmented Lagrangian function is

\[
L_2(Q, P, G, δ) = \text{tr}(WQ) + \text{tr}(G^T (Q - P)) + \frac{δ}{2} \| Q - P \|_F^2,
\]

where \( G \) is the Lagrange Multiplier and \( δ > 0 \) is the penalty parameter. We update \( Q \) and \( P \) alternately.

- Update \( Q \):

\[
Q^{k+1} = \arg \min_{Q} \min_{P:s.t.\, P \succeq 0, \text{rank}(P) \leq 1} L_2(Q, P^k, G^k, δ^k). \tag{17}
\]

This is a constrained least square problem and has a closed form solution.

- Update \( P \): We discard the terms in \( L_2 \) which are independent of \( P \) and update \( P \) by

\[
P^{k+1} = \arg \min_{P:s.t.\, \text{rank}(P) \leq 1} \| P - ̂Q \|_F^2 \tag{18}
\]

where \( ̂Q = Q^{k+1} + \frac{2}{η} G^k \). Note that \( \| P - ̂Q \|_F^2 \) is equal to \( \| P - \overline{̂Q} \|_F^2 \). Then (18) has a closed form solution by the Lemma A.1.

- Update \( G \): We update the Lagrangian multiplier \( G \) by

\[
G^{k+1} = G^k + δ^k(Q^{k+1} - P^{k+1}). \tag{19}
\]

- Update \( δ \): We update the penalty parameter by

\[
δ^{k+1} = \min(δ^k, ρ, δ^{max}), \tag{20}
\]

where \( ρ \geq 1 \) and \( δ^{max} \) are constant parameters.

**Lemma A.1.** The solution to

\[
\min_P \| P - S \|_F^2 \quad \text{s.t.} \quad P \succeq 0, \quad \text{rank}(P) \leq 1.
\]

is \( P = \max(ξ_1, 0) v_1 v_1^T \), where \( S \) is a symmetric matrix and \( ξ_1 \) and \( v_1 \) are the largest eigenvalue and eigenvector of \( S \), respectively.

**Proof.** Since \( P \) is a symmetric semi-positive definite matrix and its rank is one, we can write \( P = ξ v v^T \), where \( ξ \geq 0 \). Let the largest eigenvalue of \( S \) be \( ξ_1 \), then we have \( v^T S v \leq ξ_1 v^T v \). Then we have

\[
\| P - S \|_F^2 = \| P \|_F^2 + \| S \|_F^2 - 2\text{tr}(P^T S)
\]

\[
≥ ξ^2 + \sum_{i=1}^n ξ_i^2 - 2ξ_1
\]

\[
= (ξ - ξ_1)^2 + \sum_{i=2}^n ξ_i^2
\]

\[
≥ \sum_{i=2}^n ξ_i^2 + \min(ξ_1, 0)^2.
\]

The minimum value can be achieved when \( ξ = \max(ξ_1, 0) \) and \( v = v_1 \).

A.1.4 Update \( λ_1 \)

We update the Lagrangian multiplier \( λ_1 \) by

\[
λ_1^{k+1} = λ_1^k + η^k (y^{k+1} - x + M(β^{k+1} + μ)). \tag{23}
\]

A.1.5 Update \( λ_2 \)

We update the Lagrangian multiplier \( λ_2 \) by

\[
λ_2^{k+1} = λ_2^k + η^k (β^{k+1} - β^{k+1}). \tag{24}
\]

A.1.6 Update \( η \)

We update the penalty parameter \( η \) by

\[
η^{k+1} = \min(η^k, ρ, η^{max}), \tag{25}
\]

where \( ρ \geq 1 \) and \( η^{max} \) are the constant parameters.

A.2 Camera Parameter Estimation

Given estimated 2D pose \( X \) and 3D pose \( Y \), we estimate camera parameters by solving the following optimization problem:

\[
\min_{m_1, m_2} \| X - \left( m_1^T m_2 \right) Y \|_1, \quad \text{s.t.} \quad m_1^T m_2 = 0. \tag{26}
\]
We introduce an auxiliary variable \( R \) and rewrite Eq. (26) as

\[
\begin{align*}
\min_{R,m_1,m_2} & \quad \| R \|_1 \\
\text{s.t.} & \quad R = X - \left( \frac{m_1^T}{m_2^T} \right) Y, \quad m_1^T m_2 = 0.
\end{align*}
\] (27)

We still use ADM to solve problem (27). Its augmented Lagrangian function is

\[
\mathcal{L}_3(R,m_1,m_2,H,\xi,t) = \| R \|_1 + \text{tr} \left( H^T \left( \frac{m_1^T}{m_2^T} \right) Y + R - X \right) + \xi (m_1^T m_2)
\]

\[
+ \frac{\tau}{2} \left( \left\| \left( \frac{m_1^T}{m_2^T} \right) Y + R - X \right\|_F^2 + (m_1^T m_2)^2 \right),
\]

where \( H \) and \( \xi \) are Lagrange multipliers and \( \tau > 0 \) is the penalty parameter.

A.2.1 Update \( R \)

We discard the terms in \( \mathcal{L}_3 \) which are independent of \( R \) and update \( R \) by

\[
R^{k+1} = \arg \min_R \| R \|_1 + \frac{\tau_k}{2} \left\| R + \left( \frac{m_1^T}{m_2^T} \right) Y - X + \frac{H_k}{\tau_k} \right\|_F^2,
\]

which has a closed form solution [57].

A.2.2 Update \( m_1 \)

We discard the terms in \( \mathcal{L}_3 \) which are independent of \( m_1 \) and update \( m_1 \) by

\[
m_1^{k+1} = \arg \min_{m_1} \left\| \left( \frac{m_1^T}{m_2^T} \right) Y + R^{k+1} - X + \frac{H_k}{\tau_k} \right\|_F^2
\]

\[
+ (m_1^T m_2 + \frac{\xi_k}{\tau_k})^2.
\]

This is a least square problem and has a closed form solution.

A.2.3 Update \( m_2 \)

We discard the terms in \( \mathcal{L}_3 \) which are independent of \( m_2 \) and update \( m_2 \) by

\[
m_2^{k+1} = \arg \min_{m_2} \left\| \left( \frac{m_1^{k+1}}{m_2^{k+1}} \right)^T Y + R^{k+1} - X + \frac{H_k}{\tau_k} \right\|_F^2
\]

\[
+ \left( \frac{m_1^{k+1}}{m_2^{k+1}} \right)^T m_2 + \frac{\xi_k}{\tau_k}.
\]

This is a least square problem and has a closed form solution.

A.2.4 Update \( H \)

We update Lagrange multiplier \( H \) by

\[
H^{k+1} = H^k + t_k \left( \left( \frac{m_1^T}{m_2^T} \right) Y + R^{k+1} - X \right).
\] (28)

A.2.5 Update \( \xi \)

We update the Lagrange multiplier \( \xi \) by

\[
\xi^{k+1} = \xi^k + r^k \left( m_1^{k+1} \right)^T m_2^{k+1}.
\] (29)
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