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Abstract—Multi-way or tensor data analysis has attracted increasing attention recently, with many important applications in practice. This paper develops a tensor low-rank representation (TLRR) method, which is the first approach that can exactly recover the clean data of intrinsic low-rank structure and accurately cluster them as well, with provable performance guarantees. In particular, for tensor data with arbitrary sparse corruptions, TLRR can exactly recover the clean data under mild conditions; meanwhile TLRR can exactly verify their true origin tensor subspaces and hence cluster them accurately. TLRR objective function can be optimized via efficient convex programing with convergence guarantees. Besides, we provide two simple yet effective dictionary construction methods, the simple TLRR (S-TLRR) and robust TLRR (R-TLRR), to handle slightly and severely corrupted data respectively. Experimental results on two computer vision data analysis tasks, image/video recovery and face clustering, clearly demonstrate the superior performance, efficiency and robustness of our developed method over state-of-the-arts including the popular LRR [1] and SSC [2] methods.

Index Terms—Tensor Low-rank Representation, Low-rank Tensor Recovery, Tensor Data Clustering

1 INTRODUCTION

This paper studies the problem of recovering 3-way tensor data from noisy observations with corruption and clustering them as well. Formally, suppose one is provided with a 3-way noisy tensor $\mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ which is composed of a clean low-rank tensor $\mathcal{L}_0$ and an additional sparse noise component $\mathcal{E}_0$.

$$\mathcal{X} = \mathcal{L}_0 + \mathcal{E}_0.$$ (1)

W.l.o.g., we assume samples are distributed along the second dimension (or mode) of $\mathcal{X}$, i.e., $\mathcal{X}(\cdot, t, \cdot)$ denotes the t-th sample as shown in Fig. 1, and the samples $\mathcal{L}_0(\cdot, t, \cdot)$ are drawn from one of $k$ independent linear tensor subspaces (see Sec. 5.2). We aim to exactly recover the low-rank tensor $\mathcal{L}_0$ from $\mathcal{X}$ and cluster $n_2$ samples $\mathcal{L}_0(\cdot, t, \cdot)$ into $k$ clusters according to their affiliation with the $k$ tensor subspaces. This problem is important for many applications, including image/video denoising [1], [3], data clustering [4], [5], saliency detection [6], and visual tracking [7].

This problem is well studied in the matrix domain. For instance, the matrix-based low-rank representation (LRR) algorithm [3], [4] clusters vector-valued samples into corresponding subspaces by seeking low-rank linear representations of all the samples w.r.t. a given dictionary. The representation coefficients encode subspace membership of the samples on which standard clustering methods can be applied to obtain sample clusters. But LRR and its variants [8], [9] are limited to 2-way data. Usually realistic data are in multi-way, e.g., videos, image collections and finance data. Naively flattening them into a big matrix and applying LRR-alike algorithms would lead to performance drop because the data intrinsic multi-way structure is destroyed [10]–[13]. Recently, some tensor analysis based works, e.g., [13], [14],
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Fig. 1: Illustration of the proposed TLRR method for tensor data recovery and clustering. By exploiting intrinsic low-rank structure of the input tensor data $\mathcal{X}$, TLRR can effectively recover the underlying low-rank tensor $\mathcal{L}$ in presence of sparse noise $\mathcal{E}$, and cluster the samples in $\mathcal{X}$ (encoded by $\mathcal{Z}$ under dictionary $\mathcal{A}$), are proposed to recover the clean data $\mathcal{L}_0$ from $\mathcal{X}$. However, these methods do not learn the relations among samples and cannot cluster them either. Later, Fu et al. [15] integrated Tucker decomposition [16] with sparse coding [17] to simultaneously learn the low-rank spatial relations among samples and the linear relations of samples in the feature space for tensor data clustering. But their proposed TLRRSC method still requires reshaping 2-way data into vectors and thus suffers degraded performance [10], [11], [13]. Zhang et al. [18] proposed a low-rank tensor constrained multi-view subspace clustering method (LT-MSC), which performs LRR on the data matrix in each view with a unified low-rank constraint on the tensor consisting of all representation matrices. However, LT-MSC requires several kinds of features to construct the multi-view data. Besides, both TLRRSC and LT-MSC have no theoretical guarantee for data recovery and clustering. Though deep learning has achieved great success in many applications [19], [20], it cannot well solve the recovery and clustering problems of the high-dimensional but small-scale tensor data considered in this work. This is because it is hard to well train a network under this setting due to insufficient training samples. For example, one cannot train a network on a single corrupted image to denoise it.

In this work, we develop the first algorithmic solution to the problem (1) with both theoretical performance guarantees and practical efficacy. The developed Tensor Low-Rank Representation (TLRR) method can recover the clean tensor of low-rank
structure and infer the clusters of samples. Concretely, based on the recently developed tensor nuclear norm [13], we propose to seek the following low-rank representation on the raw tensor data (see illustration in Fig. 1):

$$\min_{Z, E} \|Z\|_* + \lambda\|E\|_1, \text{ s.t. } X = A + Z + E,$$

where \(\|Z\|_*\) and \(\|E\|_1\) respectively denote the tensor nuclear norm [13] and the tensor \(\ell_1\) norm (see more details in Table 1); * denotes the tensor product defined in Definition 1; each slice \(A(:, i, :)\) in \(A \in \mathbb{R}^{n_1 \times n_2 \times n_3}\) denotes a representation base and \(Z(:, i, :)\) gives the corresponding representation.

We prove that under mild conditions, TLRR exactly recovers the clean data \(L_0\) via \(L_0 = A + Z\), or \(L_0 = X - E\), where \((Z, E)\) is the minimizer to problem (2). This exact recovery result allows the tubal rank (see Definition 3) of \(L_0\) and the amount of noise to be as high as \(O((\min(n_1, n_2)/\log(n_3 \max(n_1, n_2)))\) and \(O(n_1 n_2 n_3)\), respectively. That is, our TLRR can handle the challenging case where the number of noisy entries is at the same order as the total entry number of the observed tensor and the underlying clean data \(L_0\) have a high tubal rank. We also prove when the data are noise-free, the representation coefficient \(Z_*\) has a tensor block-diagonal structure formed by nonzero entries (see \(Z\) in Fig. 1). It directly gives the tensor subspace (see Sec. 5.2) that a specific sample locates in and thus clustering results over the samples in the tensor. Accordingly, clustering can benefit from the exact recovery guarantee, as if \(L_0\) can be exactly recovered, then the learned \(Z_*\) would be tensor block-diagonal. Compared with the procedure of first applying data recovery methods, e.g., [13], [14], [21], to de-noise data and then performing clustering on the recovered clean data, our TLRR can simultaneously achieve recovery and clustering of low-rank tensor data with theoretic guarantees and experimentally validated efficacy.

The dictionary \(A\) plays an important role in TLRR. We propose two simple yet effective dictionary construction approaches to enable the samples in \(X\) to be linearly represented by the constructed dictionary. When the observed tensor \(X\) is not grossly corrupted, we directly use \(X\) itself as the dictionary. This gives the first variant of TLRR called simple TLRR (S-TLRR). When corruptions are severe, i.e. sparse noise with large magnitude, we propose to take the estimated clean data by R-TPCA [13] as the dictionary \(A\), giving the second method called robust TLRR (R-TLRR). For both methods, the learned representation \(Z_*\) indicates the similarity between samples and can be used for data clustering. Note, R-TLRR can also work on the data that are not severely corrupted, though it might be less computationally efficient than S-TLRR since it needs more efforts to construct the dictionary.

Finally, considering the high cost of directly solving our problem by standard convex optimization techniques, we propose to reformulate it into an equivalent one with reduced size, which can be solved efficiently by the alternating direction method of multipliers (ADMM) [22]. Accordingly, we significantly reduce the computational complexity from \(O((n_1 + n_2)^2 n_3)\) to \(O(r_A n_1 n_2 n_3)\) at each iteration, where the tubal rank \(r_A\) of dictionary \(A\) is usually much smaller than \(n_2\).

To sum up, this paper makes the following contributions.

1) For the first time, we propose a tensor low-rank representation learning method (TLRR) for effective and robust low-rank tensor analysis with theoretical guarantees. TLRR can not only exactly recover the clean low-rank data but also reveal the data cluster structure. The latter feature is absent from existing low-rank tensor analysis methods.

2) We develop an efficient algorithm to optimize our problem. Instead of directly solving the original problem, we manage to simplify it and reduce the computational complexity from \(O((n_1 + n_2)^2 n_3)\) to \(O(r_A n_1 n_2 n_3)\).

3) We propose to use tensor linear representation for characterizing the linear relations among tensor samples, and theoretically show its advantages over vector linear representation when capturing complex data relations.

4) We provide theoretical performance guarantees for TLRR. Specifically, TLRR can exactly recover the clean data \(L_0\) with high probability, even in challenging situations where the tubal rank of \(L_0\) and the amount of noise are very high.

5) We also prove that for noise-free data, the minimizer to the TLRR model is tensor block-diagonal and indicates clustering structure of tensors straightforwardly, under a reasonable assumption on the tensor subspaces that samples locate in.

Extensive experimental results show that our method outperforms state-of-the-art subspace methods on the two important visual tasks, image/video recovery and face clustering.

2 Related Work

As aforementioned, LRR [3], [4] can cluster vector-valued samples \(X\) into corresponding subspaces through seeking low-rank linear representations \(Z\) w.r.t. a given dictionary \(A\):

$$\min_{Z} \|Z\|_* + \lambda\|E\|_1, \text{ s.t. } X = AZ + E.$$  

Here \(\|\cdot\|_*\) and \(\|\cdot\|_1\) respectively denote the matrix nuclear and \(\ell_1\) norms. But LRR and its variants [8], [9] can only process 2-way data and cannot effectively handle common multi-way data (tensor), e.g., videos, image collections and finance data. Besides, if one reshapes tensor data into a big matrix and then applies the above matrix-based methods, the performance would severely drop due to destroying the low-rank structure and losing vital information [10]–[13]. Thus, their application scope is limited.

Recently, Lu et al. [13] extended R-PCA [21] from the 2-way matrix to 3-way tensor data and considered the following robust tensor PCA (R-TPCA) problem:

$$\min_{L, E} \|L\|_* + \lambda\|E\|_1, \text{ s.t. } X = L + E.$$  

Under certain conditions, R-TPCA can recover the clean data \(L_0\) from noisy observation \(X\). Comparatively, our TLRR can handle data sampled from a mixture of multiple tensor subspaces (see Theorem 4) thus has wider applications for realistic data analysis than R-TPCA. Moreover, TLRR can also cluster tensor data while R-TPCA cannot. Finally, TLRR provides different and more general theoretical recovery guarantees, and it degenerates to R-TPCA when taking an identity tensor as the dictionary \(A\).

Besides the one used in this paper, there are several different definitions of tensor rank, leading to different low-rank tensor analysis methods. The CP rank [23], defined as the smallest number of factors in rank-one tensor decomposition, is generally NP-hard to compute [24], [25]. The Tucker rank [16] is defined on the unfolding matrices to depict the rank of a tensor. As minimizing the rank function is complex due to its combinational nature, Liu et al. [26] used the sum of the nuclear norm (SNN) \(\sum_{i=1}^{n} \|X_i\|_*\) to approximate the tensor rank in tensor completion problems.
Later Huang et al. [14] and Goldfarb et al. [27] adopted SNN to recover low-rank tensor. Romera et al. [28] proved that SNN is not a tight convex relaxation of $\sum_{i=1}^{k} \text{rank}(X_i)$. Song et al. [29] extended matrix CUR decomposition [30] to tensor CUR decomposition and proposed an algorithm to compute a low-rank CUR approximation to a tensor. But both this method and SNN [14] cannot learn the relations among samples, in contrast to our TLR. Finally, if applying data recovery methods, e.g., R-TPCA [13] and SNN [14], to clustering, one needs to first apply them to denoise data and then cluster estimated clean data. Comparatively, our TLR simultaneously recovers the clean data and clusters them. TLR offers stronger clean data recovery capacity by considering more complex data structure. TLR also directly guarantees tensor block-diagonal structures of its optimal solution, indicating the clustering structure of tensors straightforwardly (see Sec. 5.2).

Recently, Fu et al. [15] proposed a tensor low-rank representation and sparse coding based method (TLRRSC) for data clustering. Specifically, they arranged $n$ samples of feature dimension $n_k$ into a tensor $X \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_k}$, where $n = n_1 n_2 \cdots n_k - 1$. Then they adopted a low-rank Tucker decomposition of the spatial modes (mode 1 to $k-1$) to depict the low-rank spatial relations among samples, and used sparse coding [17] to capture the linear relations of samples in the feature space (mode $k$). However, TLR still needs to reshape 2-way data into vectors. Zhang et al. [18] proposed a low-rank tensor constrained multi-view subspace clustering method (LT-MSC). LT-MSC first extracts several kinds of features to construct the multi-view data, and then restraints the learned representation tensor constructed by the representation matrix for each view data to be low Tucker rank. Differently, our TLR directly considers the multi-way structure of the raw tensor data and avoids ad hoc extracting features. Besides, our TLR has theoretical guarantees for data recovery and clustering which are missing in both TLRRSC and LT-MSC.
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3 Notations and Preliminaries

In this section, we summarize the notations, definitions and preliminaries throughout this paper, which can avoid re-introduction and help readers locate them.

3.1 Notations

Table 1 summarizes the notations used in this paper. $\mathcal{I} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ denotes the identity tensor whose first frontal slice is an $n \times n$ identity matrix, and the entries in the other frontal slices are all zeros. The conjugate transpose $B^* \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ of tensor $B \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ is obtained by conjugate transposing each frontal slice of $B$ and then reversing the order of transposed frontal slices 2 through $n_3$. The inner product of two tensors $B, C \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ is defined as $\langle B, C \rangle = \sum_{i=1}^{n_3} (B^{(i)}, C^{(i)})$.

Now we introduce the Discrete Fourier Transformation (DFT) on a tensor used in Sec. 3.2. Let $\mathcal{B} \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ be the DFT of $B$ in $\mathbb{R}^{n_1 \times n_2 \times n_3}$ along the 3rd dimension. Define the DFT matrix:

$$F_{n_3} = [f_1, \ldots, f_{n_3}] \in \mathbb{R}^{n_3 \times n_3},$$

where $f_i = [\omega_0 0 (i-1); \omega_1 x (i-1); \ldots; \omega_{(n_3-1)-1} x (i-1)] \in \mathbb{R}^{n_3}$ with $\omega = e^{-(2\pi \sqrt{-1})/n_3}$. Then we have $\mathcal{B}(i, j, :) = F_{n_3} B(i, j, :)$.

Indeed, we can compute $\mathcal{B}$ directly by the Matlab command $\mathcal{B} = \text{ifft}([B(1, :) \ldots B(3, :)])$ and use the inverse DFT to obtain $B = \text{ifft}([\mathcal{B}(1, :) \ldots \mathcal{B}(3, :)])$. Then the tensor spectral norm of $B$ is defined as $\| B \| = \| \mathcal{B} \|_1$. For brevity, we define $\mathcal{B} \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ as $\mathcal{B}$.

$$\mathcal{B} = \text{bdia}(\mathcal{B}) = \begin{bmatrix} \mathcal{B}^{(1)} & \mathcal{B}^{(2)} & \cdots & \mathcal{B}^{(n_3)} \end{bmatrix} \in \mathbb{C}^{n_1 \times n_2 \times n_3},$$

where $\text{bdia}()$ unfolds the tensor $\mathcal{B}$ to a block-diagonal matrix $\mathcal{B}$. Then we define the block circulant matrix $\text{bcirc}(\mathcal{B})$ of $\mathcal{B}$ as

$$\text{bcirc}(\mathcal{B}) = \begin{bmatrix} B^{(1)} & B^{(n_3)} & \cdots & B^{(2)} \\ B^{(2)} & B^{(1)} & \cdots & B^{(3)} \\ \vdots & \vdots & \ddots & \vdots \\ B^{(n_3)} & B^{(n_3-1)} & \cdots & B^{(1)} \end{bmatrix} \in \mathbb{R}^{n_1 \times n_2 \times n_3}.$$

Then we define the operator $\text{unfold}$ and its inverse operator $\text{fold}$ as

$$\text{unfold}(\mathcal{B}) = \begin{bmatrix} B^{(1)} \\ \vdots \\ B^{(n_3)} \end{bmatrix} \in \mathbb{R}^{n_1 \times n_2 \times n_3}, \text{fold}(\text{unfold}(\mathcal{B})) = \mathcal{B}.$$

Based on the definitions of $\mathcal{B}$, $\text{bcirc}(\mathcal{B})$ and $\text{unfold}(\mathcal{B})$, we can define the tensor rank and nuclear norm as introduced below.

3.2 Preliminaries

We start with explaining t-product for tensor product computation and then give necessary definitions for developing TLR.

Definition 1. (t-product) [31] The t-product between two tensors $B, C \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ and $\mathcal{C} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ is defined as $B \ast C = \text{fold}(\text{bcirc}(\mathcal{B}) \ast \text{bcirc}(\mathcal{C})) \in \mathbb{R}^{n_1 \times n_2 \times n_3}$.

Indeed, t-product is equivalent to the matrix multiplication in the Fourier domain, i.e., $F = B \ast C$ and $\mathcal{F} = \mathcal{B} \ast \mathcal{C}$ are equivalent [31]. A tensor $\mathcal{P} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ is orthogonal if $\mathcal{P}^* \ast \mathcal{P} = \mathcal{P} \ast \mathcal{P} = \mathcal{I}$ holds. A tensor is f-diagonal if its each frontal slice is diagonal. Then we can define t-SVD for tensor SVD as follows.

Definition 2. (t-SVD and skinny t-SVD) [31]-[33] For any $B \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, it can be factorized by t-SVD as $B = \mathcal{U} \ast S \ast \mathcal{V}^*$, where $\mathcal{U} \in \mathbb{R}^{n_1 \times n_1 \times n_3}$ and $\mathcal{V} \in \mathbb{R}^{n_2 \times n_2 \times n_3}$ are orthogonal, and $S \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ is f-diagonal. Then the skinny t-SVD of $B$ is $\mathcal{B} = \mathcal{U} \ast S \ast \mathcal{V}^* \ast \mathcal{S}^*$, where $\mathcal{U} = \mathcal{U}(1 : r, 1 : r, :)$, $\mathcal{S} = \mathcal{S}(1 : r, 1 : r, :)$, and $\mathcal{V} = \mathcal{V}(1 : r, 1 : r, :)$ in which $r$ denotes the tensor tubal rank of $B$ (see Definition 3).
Based on t-SVD, we can describe the low-rank structure of a tensor by defining two tensor ranks.

**Definition 3. (Tensor average and tubal rank)** [10], [13] For any \( \mathcal{B} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), let \( r = (\text{rank}(\mathcal{B}^{(1)}); \cdots; \text{rank}(\mathcal{B}^{(n_3)})) \). The tensor average rank of \( \mathcal{B} \) is defined as

\[
\text{rank}_a(\mathcal{B}) = \frac{1}{n_3} \sum_{i=1}^{n_3} r_i = \frac{1}{n_3} \text{rank}(\mathcal{B}).
\]

The tensor tubal rank \( \text{rank}_t(\mathcal{B}) \) is defined as the number of nonzero singular tubes of \( \mathcal{S} \), i.e.,

\[
\text{rank}_t(\mathcal{B}) = \#\{i : \mathcal{S}(i, i, :) \neq 0\} = \max(r_1, \cdots, r_{n_3}),
\]

where \( \mathcal{S} \) is from the t-SVD of \( \mathcal{B} = \mathcal{U} \ast \mathcal{S} \ast \mathcal{V}^\ast \).

To pursue a low-rank tensor, one can minimize the tensor rank defined as above. However, this is NP-hard. To alleviate the optimization difficulty, we instead minimize the tensor nuclear norm \( \|\mathcal{B}\|_* \) defined below, which is a convex envelope of the tensor average rank within the unit ball of the tensor spectral norm [13].

**Definition 4. (Tensor nuclear norm)** [13], [34], [35] The tensor nuclear norm \( \|\mathcal{B}\|_* \) of a tensor \( \mathcal{B} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is defined as the average of the nuclear norm of all the frontal slices of \( \mathcal{B} \), i.e.,

\[
\|\mathcal{B}\|_* = \frac{1}{n_3} \sum_{i=1}^{n_3} \|\mathcal{B}^{(i)}\|_*, \quad i = 1, \ldots, n_3,
\]

which is the convex envelope of the tensor average rank within the unit ball of the tensor spectral norm.

Next, we introduce the pseudo-inverse of a tensor.

**Definition 5. (Tensor pseudo-inverse)** For an arbitrary tensor \( \mathcal{B} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), its pseudo-inverse is defined as a tensor \( \mathcal{B}^\dagger \in \mathbb{R}^{n_2 \times n_1 \times n_3} \) which satisfies (a) \( \mathcal{B} \ast \mathcal{B}^\dagger = \mathcal{B} \), (b) \( \mathcal{B}^\dagger \ast \mathcal{B} = \mathcal{B}^\dagger \), (c) \( \mathcal{B} \ast = (\mathcal{B} \ast)\ast \), (d) \( \mathcal{B}^\dagger = (\mathcal{B}^\ast \ast)\ast \).

The pseudo-inverse of a tensor \( \mathcal{B} \) can be computed frontal-slice-wisely after DFT. See more details in Sec. 4.1 in supplementary material. Finally, we introduce a lemma that is essential for developing TLRR method and following theoretical analysis.

**Lemma 1.** [31] Suppose \( \mathcal{B} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), \( \mathcal{C} \in \mathbb{R}^{n_2 \times n_1 \times n_4} \) are two arbitrary tensors. Let \( \mathcal{F} = \mathcal{B} \ast \mathcal{C} \). Then, we have

1. \( \|\mathcal{F}\|^2_F = \frac{1}{n_2} \|\mathcal{B}\|^2_F \) and \( \langle \mathcal{B}, \mathcal{C} \rangle = \frac{1}{n_3} \langle \mathcal{B}, \mathcal{C} \rangle \);
2. \( \mathcal{F} = \mathcal{B} \ast \mathcal{C} \) and \( \mathcal{F} = \mathcal{B} \ast \mathcal{C} \) are equivalent to each other.

Lemma 1 is induced by tensor product definition and the orthogonality of \( \mathcal{F}_{n_3} \ast / \sqrt{n_3} \), i.e., \( \mathcal{F}^\ast_{n_3} \mathcal{F}_{n_3} = \mathcal{F}_{n_3} \mathcal{F}^\ast_{n_3} = n_3 I_{n_3} \).

## 4 Tensor Linear Representation

In this work, we propose a method for pursuing tensor low-rank linear representation. Before introducing the proposed method, here we explain the intuition behind the tensor linear representation \( \mathcal{X} = \mathcal{A} \ast \mathcal{Z} \), which generalizes the data linear representation from the vector space to the tensor space. We introduce two operators: vec(·) and ivec(·). Let \( \mathcal{X}(i) \) be the \( t \)-th lateral slice \( \mathcal{X}(i, t, :) \) (see Table 1). As shown in Fig. 2, vec vectorizes each sample \( \mathcal{X}(i) \) while ivec is its inverse operation.

For any sample \( \mathcal{X}(i) \), if its vectorization \( \mathbf{x}(i) = \text{vec}(\mathcal{X}(i)) \) can be linearly represented by the bases in \( \mathbf{A} \in \mathbb{R}^{n_1 n_3 \times p'} \) and \( \mathbf{Z} \), such that \( \mathbf{x}(i) = \mathbf{A} \mathbf{z}(i) \), then one can always find two tensors \( \mathcal{A} \) and \( \mathcal{Z} \) such that tensor linear representation \( \mathcal{X} = \mathcal{A} \ast \mathcal{Z} \) holds, as stated in Theorem 2.

**Theorem 2.** If Eqn. (6) holds, then there exist two tensors \( \mathcal{A} \in \mathbb{R}^{n_1 \times p' \times n_3} \) and \( \mathcal{Z} \in \mathbb{C}^{p' \times n_2 \times n_3} \) such that

\[
\mathcal{X}(i) = \text{ivec}(\mathbf{x}(i)) = \mathcal{A} \ast \mathcal{Z}(i), \quad \forall t = 1, \ldots, n_2,
\]

where \( \mathcal{A} \) can be found through \( \mathcal{A}(i) = \text{ivec}(\mathcal{A}(i, t, :)) \) and \( \mathcal{Z} \) can be computed as \( \mathcal{Z}(i) = \text{iffft}(\mathcal{Z}(i, t, :) \ast I, 3 \ast) \), where \( \ast \) is the tensor Hadamard product and \( I(t) = I(t) \), \( j = 1, \ldots, n_3 \). However, if there exists a \( \mathcal{Z}(i) \) such that Eqn. (7) holds, Eqn. (6) may not hold.

The proof of Theorem 2 can be found in Sec. 5 in supplementary material. Theorem 2 implies that if vectorized data samples can be linearly represented in the vector space, the tensor linear representation (7) for original tensor data also holds. One appealing advantage of tensor linear representation is that it gets rid of vectorizing tensor data for describing and analyzing their relationship. Thus, using tensor linear representation effectively avoids destroying the multi-way structure and losing information [10], [11], [13]. Moreover, Theorem 2 also implies that the tensor linear representation can capture more complex data relations that cannot be depicted by vector linear representation. In this sense, tensor linear representation is more general and advantageous over vector linear representation for tensor data analysis.

**Example 1.** We give an example to demonstrate the above mentioned advantages of the tensor linear representation over vector linear representation. We first investigate whether tensor linear representation can well learn the linear relations and the...
vector subspace structure in the data with vector linear relations. Toward this goal, we generate a testing data matrix $\mathbf{X} = [X_1, X_2, \ldots, X_k]$ with $X_i = A_i Z_i \in \mathbb{R}^{n_i \times n \times s}$ where $A_i \in \mathbb{R}^{n_i \times n' \times s'}$ is a random orthogonal matrix and $Z_i \in \mathbb{R}^{n' \times n}$ is an i.i.d. $\mathcal{N}(0,1)$ matrix. In this way, the samples in $\mathbf{X}$ obey vector linear representation, and samples in $X_i$ are drawn from the $i$-th vector subspace spanned by $A_i$. Then we solve the LRR model (3) to obtain its minimizer $(\hat{Z}, \hat{\mathbf{S}})$ and report the reconstruction error $\|A \hat{Z}^* - X\|_F$ in Fig. 3 (a) to measure whether vector linear representation can learn the linear relations among data $\mathbf{X}$. Next, we respectively use $\mathbf{X}$ and $\hat{\mathbf{A}}$ to construct their tensor versions $\mathcal{X} = \{X_1, \ldots, X_k\}$ with $X_i = A_i \odot Z_i$ where $A_i \in \mathbb{R}^{n_i \times n' \times s'}$ is a random orthogonal tensor and $Z_i \in \mathbb{R}^{n' \times n}$ are drawn from the i.i.d. $\mathcal{N}(0,1)$. Accordingly, the samples in $\mathcal{X}$ have tensor linear relations and samples in $X_i$ lie in the $i$-th tensor subspace (see Definition 6). Then by performing TLR on $\mathcal{X}$, the learnt similarity matrix $\mathbf{Z}$ has block-diagonal structure as shown in Fig. 3 (b) which indicates the tensor subspace structures. Please refer to Sec. 5.2. Then, we vectorize $\mathcal{X}$ and $\hat{\mathbf{A}}$ to solve LRR and report its reconstruction error and the learnt $\hat{\mathbf{Z}}$ in Fig. 3 (b). Comparatively, vector linear representation has much larger reconstruction error than that of TLR, which means it cannot learn the linear relationships of samples with tensor linear relations. Furthermore, the learnt structure of $\hat{\mathbf{Z}}$ in LRR also does not reveal the tensor subspace structure in $\mathcal{X}$. So these results well demonstrate the superiority of tensor linear representation on complex tensor data over vector linear representation.

5 TLRR for Data Clustering

In this section, we elaborate how TLRR formulated in Eqn. (2) can be applied for tensor data clustering. Specifically, we first introduce the TLRR based clustering algorithm in Sec. 5.1, and then theoretically analyze its clustering performance in Sec. 5.2. Finally, Sec. 5.3 interprets the TLRR based clustering algorithm from multi-view aspect, which can help understand the advantages of TLRR over matrix LRR [1], [4].

5.1 Algorithm for Clustering

Here we elaborate the TLRR based clustering algorithm which is used for clustering tensor data in this work. For clustering, here we take the data $\mathcal{X}$ or the recovered data by other methods, e.g. R-TPCA [13], as the dictionary $\hat{\mathbf{A}}$. In this case, each of the frontal slices $Z_i^{(i)} \in \mathbb{R}^{n_2 \times n_3}$ ($i = 1, \ldots, n_3$) of the learned representation $\hat{\mathbf{Z}}$, is a similarity matrix of samples. To apply the existing clustering tools, such as Ncut [36], we combine all $Z_i^{(i)}$ into one affinity matrix $\hat{\mathbf{Z}}$.

\[
\hat{\mathbf{Z}} = \frac{1}{2n_3} \sum_{i=1}^{n_3} \left( |Z_i^{(i)}| + |(Z_i^{(i)})^*| \right).
\]

Now we give our clustering algorithm below.

In this work, we use Algorithm 1 to cluster tensor data and investigate its practical performance in Sec. 9.1. In the following subsection, we theoretically analyze its clustering performance.

Algorithm 1 Data Clustering

Input: data $\mathcal{X}$, dictionary $\hat{\mathbf{A}}$, and number of clusters $k$.

1. Obtain the minimizer $\hat{\mathbf{Z}}$ to problem (2).
2. Construct a similarity matrix $\hat{\mathbf{Z}}$ by (8).
3. Perform Ncut on $\hat{\mathbf{Z}}$ to cluster the samples into $k$ clusters.

Output: clustering results.

5.2 Tensor Block-diagonal Property

Here we analyze the performance of Algorithm 1 by analyzing the minimizer’s structure of the TLRR model. We start with a simpler case where the tensor data are noise-free and the TLRR problem (2) degenerates to

\[
\min_{\hat{\mathbf{Z}}} \|\hat{\mathbf{Z}}\|_* \text{ s.t. } \mathcal{X} = \hat{\mathbf{A}} \odot \hat{\mathbf{Z}}.
\]

If sparse corruptions are present, one can solve the original problem (2). Now we analyze the structure of the minimizer to noiseless TLRR (9) for data clustering.

To analyze tensor data, here we develop certain new concepts and tools in tensor space which are consistent with those in the vector space. A tensor space is a set of tensors that is closed under finite tensor addition and scalar multiplication. Here the tensor space specially refers to the set $S = \{\forall \mathbf{S} \in \mathbb{R}^{n_1 \times n_2 \times n_3}\}$. A set of tensors $\{\mathcal{D}_{(1)}, \ldots, \mathcal{D}_{(p)}\} \subseteq S$, where $\mathcal{D}_{(i)}$ is the $i$-th lateral slice of $\mathcal{D} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$, is said to be linearly independent if there is no a nonzero $\mathcal{C} \in \mathbb{R}^{p \times n_2 \times n_3}$ satisfying $\mathcal{D} \odot \mathcal{C} = 0$.

Definition 6. (Tensor subspace) Given a set $\{\mathcal{D}_{(1)}, \ldots, \mathcal{D}_{(p)}\} \subseteq S$ in which the elements $\mathcal{D}_{(i)}$ are linearly independent, the set $\mathcal{K} = \{\mathcal{Y} | \mathcal{Y} = \mathcal{D} \odot \mathcal{C}, \forall \mathcal{C} \in \mathbb{R}^{p \times n_2 \times n_3}\}$ is called a tensor subspace of dimension $\dim(\mathcal{K}) = p$. Here $\mathcal{D}_{(1)}, \ldots, \mathcal{D}_{(p)}$ are the basis spanning $\mathcal{K}$.

The defined tensor subspace includes the tensor $0$ and is closed under tensor addition and scalar multiplication. Also when $n_3 = 1$, the tensor subspace reduces to the subspace defined on vectors. Next, we define the tensor direct sum, which also accords with the direct sum defined on the vector subspace when $n_3 = 1$.

Definition 7. (Tensor direct sum) $\mathcal{K} = \bigoplus_{j=1}^{k} \mathcal{K}_j$ is called the direct sum of tensor subspaces $\{\mathcal{K}_1, \ldots, \mathcal{K}_k\}$, if for any $\mathcal{F} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ in $\mathcal{K}$, there is a unique $\mathcal{F}_j \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ in $\mathcal{K}_j$ for $1 \leq j \leq k$ such that $\mathcal{F} = \sum_{j=1}^{k} \mathcal{F}_j$.

If the tensor subspaces $\{\mathcal{K}_1, \ldots, \mathcal{K}_k\}$ obey the condition $\sum_{j=1}^{k} \mathcal{K}_j = \bigoplus_{j=1}^{k} \mathcal{K}_j$, they are said to be independent. Now we present our main results in Theorem 3 which guarantee the tensor block-diagonal structure of the learnt representation and indicate the clustering structure of tensors.

Theorem 3. Suppose $\mathcal{X} = \{\mathcal{X}_1, \ldots, \mathcal{X}_k\}$, and the samples $\mathcal{X}_i^{(i)}(i, :, ;)$ in $\mathcal{X}_i \in \mathbb{R}^{n_1 \times n_2 \times n_3}$ are drawn from the $j$-th tensor
subspace $\mathbf{K}_j$, whose $p_j$ basis components $\mathbf{A}_j \in \mathbb{R}^{m_1 \times p_j \times n_3}$. Then if
\{ $\mathbf{K}_1, \cdots, \mathbf{K}_k$ \} are independent, the minimizer $\hat{\mathbf{Z}}$ to problem (9) is tensor block-diagonal (see “Z” in Fig. 1). Namely, each frontal slice $\mathbf{Z}_{(i)}$ of $\hat{\mathbf{Z}}$ has the following block-diagonal structure:

$$
\mathbf{Z}_{(i)} = \begin{bmatrix}
(Z_{(i)}^{(1)})_1 & 0 & \cdots & 0 \\
0 & (Z_{(i)}^{(2)})_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & (Z_{(i)}^{(k)})_k
\end{bmatrix} \in \mathbb{R}^{(\sum p_j) \times (\sum m_2)},
$$

where $(Z_{(i)}^{(j)})_m \in \mathbb{R}^{p_j \times m_2}$ is a coefficient matrix. Then the DFT result $\check{\mathbf{Z}}$, of $\mathbf{Z}$, has the same block-diagonal structure as $\mathbf{Z}$.

We defer the proof of Theorem 3 to Sec. 6 in supplementary. The subspace independence assumption here is not strict. Indeed, its vector version is a common assumption in sparse and low-rank data analysis [1]–[3]. Fig. 8 in Sec. 9.1 displays the block-diagonal structure learnt by TLRR on real face data, verifying the validity of the tensor subspace assumption and Theorem 3 as well.

Theorem 3 is useful for clustering, since the block-diagonal structure of $\mathbf{Z}$ directly indicates the tensor subspace membership of a specific sample, according to which one can easily obtain the clusters. Specifically, for the $t$-th sample $\mathbf{x}_{(t)}$, we have

$$
\mathbf{x}_{(t)} = \mathbf{A}\mathbf{Z}_{(t)} = \sum_{j=1}^{k} \mathbf{A}_j \mathbf{Z}_{(t)}^{(j)}, \forall t = 1, \ldots, n_2,
$$

where $\mathbf{Z}_{(t)}^{(j)} = \mathbf{Z}_{(t)}(1 + \sum_{i=1}^{j-1} p_i : \sum_{i=1}^{j} p_i, \ldots)$. By Theorem 3, if $\mathbf{x}_{(t)}$ is drawn from the $s$-th subspace $\mathbf{K}_s$, $\mathbf{Z}_{(t)}^{(s)}$ will have nonzero entries while $\mathbf{Z}_{(t)}^{(j)} (j \neq s)$ will be 0. Then according to the nonzero entries in $\mathbf{Z}_{(t)}^{(s)}$, we can cluster $\mathbf{x}_{(t)}$ accurately.

If we take the raw datum $\mathbf{x}$ itself as the dictionary, the learned representation $\mathbf{Z}$ is also block-diagonal, as the samples are from independent tensor subspaces. Besides, by replacing $\mathbf{A}$ with $\mathbf{x}$ in Eqn. (10), we have $\mathbf{Z}_{(t)} = \sum_{j=1}^{n_2} \mathbf{x}_{(t)}^{(j)} = \mathbf{Z}_{(t)}^{(j)}$. So the coefficient $\mathbf{Z}_{(t)}^{(j)}$ depicts the similarity between samples $\mathbf{x}_{(t)}$ and $\mathbf{x}_{(j)}$. To perform clustering (e.g. using Ncut) on the learnt representation $\mathbf{Z}$, following Eqn. (8) we combine the two vectors $\mathbf{Z}_{(t)}^{(j)}$ and $\mathbf{Z}_{(j)}^{(t)}$ into a value $\check{\mathbf{Z}}(t, j) = \frac{1}{n_2} \sum_{i=1}^{n_2} [\mathbf{Z}_{(t)}^{(i)} + \mathbf{Z}_{(j)}^{(i)}]$, which measures the similarity between the samples $\mathbf{x}_{(t)}$ and $\mathbf{x}_{(j)}$. Also, if $\mathbf{x}_{(t)}$ and $\mathbf{x}_{(j)}$ are drawn from different tensor subspaces, $\check{\mathbf{Z}}(t, j)$ would be zero. Then, clustering can be performed on the similarity matrix $\check{\mathbf{Z}}$.

For corrupted data, our Theorem 4 in Sec. 6.2 shows that TLRR can exactly recover the clean low-rank data under mild conditions. Then if the conditions in Theorem 3 are satisfied, the minimizer $\hat{\mathbf{Z}}$ will be tensor block-diagonal. We will discuss this later in more details in Sec. 6.2.

5.3 Multi-view Interpretation on TLRR

To better understand TLRR, we give another explanation from the multi-view aspect. By tensor nuclear norm definition $\|\mathbf{Z}\|_* = \frac{1}{n_2} \|\hat{\mathbf{Z}}\|_*$ and the block-diagonal structure of $\mathbf{X}$, $\hat{\mathbf{A}}$ and $\hat{\mathbf{Z}}$ (see their definitions in (5)), we rewrite (9) into its equivalent form:

$$
\min_{\mathbf{Z}} \|\mathbf{Z}\|_*, \text{ s.t. } \mathbf{X} = \hat{\mathbf{A}} \mathbf{Z}, \quad \hat{\mathbf{A}} \text{ and } \hat{\mathbf{Z}}
$$

On the other hand, when performing DFT on $\mathbf{X}$, the $t$-th column of $\mathbf{X}_{(i)}$ is from the $t$-th sample $\mathbf{x}_{(i)}$. This is because we have $\mathbf{X}_{(i)} = [M_1 \mathbf{f}_1, M_2 \mathbf{f}_2, \cdots, M_t \mathbf{f}_t, \cdots, M_n \mathbf{f}_n]$.

6 TLRR FOR EXACT DATA RECOVERY

Here we provide the theoretical performance guarantees for TLRR on data recovery. We prove that under mild conditions TLRR in (2) can exactly recover the intrinsic low-rank data $L_0$ lying in multiple tensor subspaces, even in presence of gross noise $E_0$.

6.1 Incoherence Condition for TLRR

In this subsection, we introduce the incoherence condition of TLRR for exactly data recovery. Intuitively, exactly separating $\mathbf{X}$ into the low-rank term $L_0$ plus the sparse term $E_0$ requires $L_0$ to be not too sparse. Similar consideration is made for the matrix case.
in [3], [21]. To formally characterize this intuition, we present the incoherence condition for low-rank tensors. Let \( r = \text{rank}_k(\mathcal{L}_0) \). We define row incoherence parameter \( \mu_1 \), column incoherence parameter \( \mu_2 \), and total incoherence parameter \( \mu_3 \) as follows.

\[
\begin{align*}
\mu_1(\mathcal{L}_0) &= \frac{n_2 n_3}{r} \max_{j=1, \ldots, n_2} \| \mathbf{V}_0^* \mathbf{c}_j \|^2_p, \\
\mu_2(\mathcal{L}_0) &= \frac{n_1 n_3}{r} \max_{i=1, \ldots, n_1} \| \mathbf{U}_0^* \mathbf{c}_i \|^2_p, \\
\mu_3(\mathcal{L}_0) &= \frac{n_1 n_2 n_3^2}{r} \max_{i,j} \left( \| \mathbf{U}_0^* \mathbf{V}_0^* \|_\infty \right)^2,
\end{align*}
\]

where the standard basis \( \mathbf{c}_j \) and \( \mathbf{c}_i \) are defined in Table 1. A small value of \( \mu(\mathcal{L}_0) = \max(\mu_1(\mathcal{L}_0), \mu_2(\mathcal{L}_0), \mu_3(\mathcal{L}_0)) \) implies the low-rank term \( \mathcal{L}_0 \) is not sparse. Such a condition is also critical for other tensor analysis methods, e.g., R-TPCA [13].

As TLRR involves an extra dictionary \( \mathcal{A} \), we need to develop a new necessary incoherence condition that cannot be straightforwardly generalized from the matrix case or the one used in R-TPCA [13]. Let rank_\( k(\mathcal{A}) = r_{\mathcal{A}} \). Then we define a new row incoherence parameter related to \( \mathcal{A} \):

\[
\mu^\mathcal{A}(\mathcal{L}_0) = \max_{i=1, \ldots, n_1} \| \mathbf{U}_0^* \mathbf{c}_i \|^2_p = \frac{r_{\mathcal{A}}}{n_1 n_3} \mu_1(\mathcal{L}_0) \mu_2(\mathcal{A}).
\]

The incoherence condition of TLRR for exact recovery only requires \( \max(\mu_2(\mathcal{L}_0), \mu^\mathcal{A}(\mathcal{L}_0)) \) to be sufficiently small and does not rely on \( \mu_3(\mathcal{L}_0) \). So it is a looser condition compared with the exact recovery condition in R-TPCA [13].

### 6.2 Exact Recovery Performance Guarantee

We summarize the exact recovery results of TLRR in Theorem 4. Let \( n_{(1)} = \max(n_1, n_2) \) and \( n_{(2)} = \min(n_1, n_2) \). Recall \( \mathcal{P}_{\mathcal{A}}(\cdot) \) is a projection operator defined in Table 1.

**Theorem 4.** Assume the support set \( \Omega \) of \( \mathcal{E}_0 \) is uniformly distributed, \( \mathcal{P}_{\mathcal{A}}(\mathbf{U}_0) = \mathbf{U}_0 \), and \( \mathcal{A} \) obeys the ranks of \( \mathcal{A}^{(i)} \) (\( i=1, \ldots, n_3 \)) are equal. Let \( \mu^\mathcal{A} = \max(\mu_2(\mathcal{L}_0), \mu^\mathcal{A}(\mathcal{L}_0)) \). If

\[
\text{rank}(\mathcal{L}_0) \leq \frac{\rho_r n_{(2)}}{\mu^\mathcal{A} \log(n_{(1)} n_3)} \quad \text{and} \quad |\Omega| \leq \rho_s n_1 n_2 n_3,
\]

where \( \rho_r \) and \( \rho_s \) are constants, then with probability at least \( 1 - n_{(1)}^{-10} \), \( \mathbf{Z}_* = \mathcal{A}^* + \mathcal{L}_0 \) and \( \mathbf{E}_* = \mathcal{E}_0 \), is the unique optimal solution to problem (2) with \( \lambda = 1/\sqrt{n_{(1)} n_3} \).

Theorem 4 shows that TLRR can exactly recover the low-rank clean data \( \mathcal{L}_0 \) even when the amount of noise is at the same order as the entry number of the observed tensor and the tubal rank is as high as \( O(n_{(2)}) / \log(n_{(1)} n_3)) \). Also the exact recovery does not require previously knowing the location of noise (the corrupted elements). This is very useful for data denoising in practice where noise is difficult to detect. This theorem also implies that applying TLRR to recover clean data can also benefit subsequent data clustering: if the clean data \( \mathcal{L}_0 \) is exactly recovered, by Theorem 3 in Sec. 5.2 the optimal solution \( \mathbf{Z}_* \) would be tensor block-diagonal. Thus getting data clusters becomes straightforward.

The condition \( \mathcal{P}_{\mathcal{A}}(\mathbf{U}_0) = \mathbf{U}_0 \) in Theorem 4 is necessary and reasonable—each authentic sample in \( \mathcal{L}_0 \) that is drawn from a particular subspace should be linearly representable by the bases in \( \mathcal{A} \). The condition on the ranks of \( \mathcal{A}^{(i)} \) (\( i=1, \ldots, n_3 \)) is indispensable for exact recovery, as the equality \( \mathcal{L}_0 = \mathcal{A}^* + \mathcal{L}_0 = \mathcal{A}^* + \mathcal{A}^* + \mathcal{L}_0 \) implies \( \mathcal{A} = \mathcal{A}^* = \mathcal{I} \).要求 the ranks of \( \mathcal{A}^{(i)} \) (\( i=1, \ldots, n_3 \)) are equal. This condition is also necessary for R-TPCA, as R-TPCA can be viewed as a special case of TLRR.

### 6.3 Comparison between TLRR and R-TPCA

Since both TLRR and R-TPCA [13] are based on the recently proposed tensor tubal rank and t-SVD [31] and can be used for data recovery, here we compare their recovery ability by analyzing their incoherence parameters.

We find with the increasing number of tensor subspaces in data, \( \mu_1(\mathcal{L}_0) \) increases notably while \( \mu_2(\mathcal{L}_0) \) is nearly constant. This observation coincides with the matrix case in [3]. We explain 1. We derive the guarantees by adopting the least square proof framework instead of Golfing proof scheme [38] in R-TPCA due to the different dual certificates of TLRR and R-TPCA.
Algorithm 2 Tensor LRR (TLRR)

**Input:** \( \mathcal{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), dictionary \( \mathcal{A} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \)

**Initialize:** \( \mathcal{D} = \mathcal{U}_A \mathcal{S}_A + \mathcal{S}_A \mathcal{V}_A^* \) of \( \mathcal{A} \). \( \mathcal{J}_0 = \mathcal{Z}_0^* = \mathcal{Y}_0^* = \mathcal{E}_0 = \mathcal{Y}_0^* = 0 \), \( \lambda = 1 / \sqrt{n_3 \max(n_1, n_2)} \), \( \gamma_1 = 1 \), \( \beta_0 = 1 - \delta \), \( \beta_{\max} = 1 + \varepsilon \), \( \varepsilon = 1 - \delta \), and \( k = 0 \).

While not converged do

1. Fix \( \mathcal{Z}_k^* \) and \( \mathcal{E}_k \). Update \( \mathcal{J}_{k+1} \) by solving

\[
\mathcal{J}_{k+1} = \underset{\mathcal{J}}{\text{argmin}} \| \mathcal{Z}_k^* + \frac{\mathcal{Y}_k^*}{\beta_k} - \mathcal{J} \|_p^2 + \| \mathcal{X} - \mathcal{E}_k + \frac{\mathcal{Y}_k^*}{\beta_k} - \mathcal{D} \mathcal{J} \|_p^2.
\]

2. Fix \( \mathcal{J}_{k+1} \). Update the block \( \mathcal{Z}, \mathcal{E} \) by solving

\[
\mathcal{Z}_{k+1} = \mathcal{Z}_{k+1} + \beta_k \left( \mathcal{Z}_{k+1} - \mathcal{J}_{k+1} \right), \quad \mathcal{E}_{k+1} = \mathcal{E}_{k+1} + \beta_k \left( \mathcal{X} - \mathcal{D} \mathcal{J}_{k+1} \right).
\]

3. Update Lagrange multipliers with \( \mathcal{G}_{k+1} = \mathcal{D} \mathcal{J}_{k+1} \).\( \mathcal{Y}_{k+1}^1 = \mathcal{Y}_{k+1}^1 + \beta_k \left( \mathcal{Z}_{k+1} - \mathcal{J}_{k+1} \right), \quad \mathcal{Y}_{k+1}^2 = \mathcal{Y}_{k+1}^2 + \beta_k \left( \mathcal{X} - \mathcal{G}_{k+1} \right).

4. Update \( \beta_{k+1} = \min(\gamma \beta_k, \beta_{\max}) \).

5. Check the convergence conditions:

\[
\max(\| \mathcal{J}_{k+1} - \mathcal{J}_k \|_1, \| \mathcal{J}_{k+1} - \mathcal{J}_k \|_\infty, \| \mathcal{E}_{k+1} - \mathcal{E}_k \|_1, \| \mathcal{E}_{k+1} - \mathcal{E}_k \|_\infty) \leq \varepsilon,
\]

\[
\max(\| \mathcal{J}_{k+1} - \mathcal{J}_k \|_1, \| \mathcal{J}_{k+1} - \mathcal{J}_k \|_\infty, \| \mathcal{X} - \mathcal{D} \mathcal{J}_{k+1} - \mathcal{E}_{k+1} \|_1, \| \mathcal{X} - \mathcal{D} \mathcal{J}_{k+1} - \mathcal{E}_{k+1} \|_\infty) \leq \varepsilon.
\]

6. \( k = k + 1 \).

end while

**Output:** \( \mathcal{Z}_* = \mathcal{V}_A \mathcal{Z}_{k+1}^*, \mathcal{E}_* = \mathcal{E}_{k+1}, \mathcal{L}_* = \mathcal{X} - \mathcal{E}_* \).

The proof of Theorem 5 can be found in Sec. 8 of supplementary. To apply ADMM on the size-reduced problem (15), we first introduce one auxiliary variables \( \mathcal{J} \) to decouple the variables from the objective and the constraint. Then one can update variables more easily. Problem (13) can be rewritten as

\[
\min_{\mathcal{J}, \mathcal{Z}, \mathcal{E}} \| \mathcal{Z}^* + \lambda \mathcal{E} \|_1, \text{ s.t. } \mathcal{Z}^* = \mathcal{J}, \mathcal{X} = \mathcal{D} \mathcal{J} + \mathcal{E}. \tag{14}
\]

To tackle the hard constraints, we resort to augmented Lagrangian multiplier method and solve the following problem instead:

\[
H(\mathcal{J}, \mathcal{Z}, \mathcal{E}, \mathcal{Y}^1, \mathcal{Y}^2) = \| \mathcal{Z}^* + \lambda \mathcal{E} \|_1 + \langle \mathcal{Y}^1, \mathcal{Z}^* - \mathcal{J} \rangle + \frac{\beta^2}{2} \| \mathcal{Z}^* - \mathcal{J} \|_p^2 + \langle \mathcal{Y}^2, \mathcal{X} - \mathcal{D} \mathcal{J} - \mathcal{E} \rangle + \frac{\beta^2}{2} \| \mathcal{X} - \mathcal{D} \mathcal{J} - \mathcal{E} \|_p^2,
\]

where \( \mathcal{Y}^1 \) and \( \mathcal{Y}^2 \) are the Lagrange multipliers introduced for the two constraints respectively, and \( \beta \) is an auto-adjusted penalty parameter. Then we solve the problem through alternately updating two blocks, namely \( \mathcal{J} \) and \( \mathcal{Z}, \mathcal{E} \), in each iteration to minimize \( H(\mathcal{J}, \mathcal{Z}, \mathcal{E}, \mathcal{Y}^1, \mathcal{Y}^2) \) with other variables fixed. Algorithm 2 summarizes the whole optimization procedure. Both problems (15) for updating \( \mathcal{J}_{k+1} \) and (16) for updating the block \( \mathcal{Z}_{k+1}^*, \mathcal{E}_{k+1} \) have closed form solutions. Note, problem (16) can be split into subproblems for \( \mathcal{Z}^* \) and \( \mathcal{E} \) as these two variables are independent in this problem. Accordingly, we update the variable \( \mathcal{Z}^* \) and \( \mathcal{E} \) independently. See detailed optimization of \( \mathcal{J}_{k+1} \) and \( \mathcal{Z}_{k+1}^*, \mathcal{E}_{k+1} \) in Sec. 3 in supplementary.

**7.2 Convergence and Complexity Analysis**

Since problem (14) is a convex problem which involves two blocks of variables, \( \mathcal{J} \) and \( \mathcal{Z}, \mathcal{E} \), and only includes linear constraints,
Algorithm 3 Dictionary construction

Input: Tensor data $\mathbf{X} \in \mathbb{R}^{n_1 \times n_2 \times n_3}$.
1. Utilize R-TPCA to estimate $\mathbf{L}'$ with regularization parameter $\lambda = 1/\sqrt{n_3 \max\{n_1, n_2\}}$.
2. Estimate the tubal rank $r_{\mathbf{L}'}$ of $\mathbf{L}'$.
3. Truncate $\mathbf{L}'$ to obtain an approximation tensor $\mathbf{L}''$ which obeys $\text{rank}(\mathbf{L}'') \leq r_{\mathbf{L}'}$:
$$\mathbf{L}'' = \arg\min_{\mathbf{L}} \|\mathbf{L} - \mathbf{L}'\|_F^2, \quad \text{s.t.} \text{rank}(\mathbf{L}'') \leq r_{\mathbf{L}'}.$$ (17)

Output: dictionary $\mathbf{A} = \mathbf{L}''$.

convergence analysis results in [22] guarantee the solution of Algorithm 2 would converge to the global optimum.

At each iteration, when updating $\mathcal{J}_{k+1}$, computing its closed form solution to problem (15) costs $\mathcal{O}(r_A (n_1 + n_2) n_3 \log(n_3) + r_A n_1 n_2 n_3)$. The major cost of computing the closed form solution ($\mathcal{Z}_{k+1}, \mathcal{E}_{k+1}$) to problem (20) includes $n_3$ SVDs on $r_A \times n_2$ matrices of cost $\mathcal{O}(r_A n_2 n_3)$. The cost of Algorithm 2 is $\mathcal{O}(r_A n_1 n_2 n_3 + r_A n_1 + n_2 n_3 \log(n_3))$. Compared with directly solving problem (2) whose iteration cost is $\mathcal{O}((n_1 + n_2) n_3 n_3^2)$, the reformulation (13) reduces the cost significantly. Compared with R-TPCA [13] which is a counterpart of TLRR but without a dictionary, the convergence speed of TLRR is usually slower, since 1) TLRR has to update three variables ($\mathcal{J}$, $\mathcal{Z}'$ and $\mathcal{E}$) due to the dictionary instead of two variables (the clean data and the noise) in R-TPCA, and 2) empirically ADMM with more variables needs more iterations to achieve a certain optimization accuracy $\epsilon$. But experiment results in Sec. 9 show that TLRR only runs a little slower than R-TPCA but provides much better clustering and recovery results.

8 DICTIONARY CONSTRUCTION

A qualified dictionary $\mathbf{A}$ is necessary in TLRR, as the bases in $\mathbf{A}$ should be able to linearly represent each authentic sample in the clean data $\mathbf{L}_0$. In this way, the clean data can be exactly recovered and the learnt relationship among samples is accurate. Here we provide two different approaches to construct the dictionary $\mathbf{A}$.

The first one uses the raw tensor data $\mathbf{X}$ as the dictionary $\mathbf{A}$, which is similar to the strategy used by LRR [1]. We call this method S-TLRR with “S” denoting “simple”. In this case, the learned representation $\mathcal{Z}_*$ indicates the similarity between samples and can be used for clustering (see details in Sec. 5.2).

However, when the data are heavily corrupted, taking the contaminated data as the dictionary would harm the performance—the learned relationship among samples using a grossly corrupted dictionary would be far less accurate. This is also reflected by Theorem 4 that shows TLRR requires $\mathcal{P}_{U_A}(\mathbf{U}_0) = \mathbf{U}_0$ for exact recovery, i.e., the dictionary $\mathbf{A}$ and the clean samples should share their tensor subspaces. In this challenging scenario, we propose to use the estimation $\mathbf{L}'$ for clean data $\mathbf{L}_0$ from R-TPCA as the dictionary. Though R-TPCA hardly recovers $\mathbf{L}_0$ for a large number of subspaces (see Sec. 6.3), it can remove noise from $\mathbf{X}$ to some extent and provide a less noisy dictionary $\mathbf{L}'$ than $\mathbf{X}$. This method is termed as Robust-TLRR or R-TLRR in short.

Algorithm 3 describes the steps of using R-TPCA [13] to construct the dictionary $\mathbf{A}$. We first use R-TPCA to denoise data $\mathbf{X}$ for obtaining an estimation $\mathbf{L}'$ to the clean data $\mathbf{L}_0$, and then take a rank-truncated $\mathbf{L}'$ as the dictionary. As for Steps 2 and 3, we adopt the following strategies.

Step 2 For each frontal slice $(\bar{\mathbf{L}})'(i)$ of $\mathbf{L}'$, we first compute the nonzero singular values $\{\sigma_1, \ldots, \sigma_n\}$ in a descending order of $(\bar{\mathbf{L}})'(i)$, and then let $c_{ij} = \sigma_j / \sigma_{j+1}(1 \leq j \leq n - 1)$, $j_i = \arg\max_j c_j$ and $c_i = c_{j_i}$. If $(n_i - 1)c_i / \sum_{j \neq j_i} c_j < 10$ (need not truncation), then let $j_i = n_i$. Finally, we obtain the estimated tubal rank $r_{\mathbf{L}'} = \max(j_1, \ldots, j_n)$.

Step 3 By Theorem 2.3.1 in [12], problem (17) in Algorithm 3 has closed form solution: $\mathbf{L}'' = \sum_{i=1}^{n_3} \mathbf{U}'_{i}(j, :,:) * \mathbf{S}'_{i}(j, :, :) * (\mathbf{V}'(j, :, :))^*$, where $\mathbf{U}' = \mathbf{S}'_{i} * (\mathbf{V}')^*$ is the t-SVD of $\bar{\mathbf{L}}'(i)$.

As Step 2 may reduce the estimated tubal rank of $\mathbf{L}'$, together with Step 3 the tubal rank $r_{\mathbf{A}_{\mathbf{L}0}}$ of the dictionary and consequently the coherence parameter $\mu_{\mathbf{A}_{\mathbf{L}0}}$ would be reduced. This will benefit R-TLRR for exactly recovering $\mathbf{L}_0$ with relatively higher rank (see conditions in Theorem 4).

The above dictionary construction method has another appealing property. In applications, we find that the constructed dictionary $\mathbf{A} = \mathbf{L}''$ usually satisfies the exact recovery condition in Theorem 4—the ranks of $\mathbf{A}(i)$ $(i = 1, \ldots, n_3)$ are equal. The reason is that after Steps 2 and 3 in Algorithm 3, all frontal slices $(\bar{\mathbf{L}})'(i)$ $(i = 1, \ldots, n_3)$ of the estimated data $\mathbf{L}''$ have the same rank since the ranks of $(\bar{\mathbf{L}})'(i)$ $(i = 1, \ldots, n_3)$ are usually larger than the computed truncation rank $r_{\mathbf{L}'}$. To verify this, we randomly select two images (Fig. 6 (a)) from the Berkeley Segmentation dataset [39] and plot the singular values of $\mathbf{X}$ in Fig. 6 (b). We observe that most of these singular values are very close to 0 and much smaller than the leading singular values. Also, by Definition 3, the tensor tubal rank $\text{rank}(\mathbf{X}) = \max(n_1, \ldots, n_3)$, where $\mathbf{r}_i$ is the rank of $\mathbf{X}(i)$. So we compute the singular value vector $\mathbf{s}_i$ (elements are in a descending order) of $\mathbf{X}(i)$ and plot $\mathbf{v} = \sum_{i=1}^{n_3} \mathbf{s}_i$ in Fig. 6 (c). We find that the tubal rank of these images is indeed very low, since most values in $\mathbf{v}$ are almost zero. So by the truncation operation in Steps 2 and 3, the estimated tubal rank $r_{\mathbf{L}'}$ would be much smaller than the rank of all frontal slices $(\bar{\mathbf{L}})'(i)$ $(i = 1, \ldots, n_3)$. Thus, the constructed dictionary $\mathbf{A} = \mathbf{L}''$ can obey the condition that the ranks of $\mathbf{A}(i)$ $(i = 1, \ldots, n_3)$ are equal to each other. Accordingly, the exact recovery performance can be guaranteed.
Fig. 7: Experimental settings of the three testing datasets.

9 EXPERIMENTS

We compare our S-TLRR and R-TLRR with state-of-the-arts for data recovery on both synthetic and real data. In all the experiments, we fix the regularization parameters of R-PCA [21], LRR [1] and R-LRR [3] (R-LRR uses the estimated data by R-PCA as its dictionary) as $1/\max(n_1, n_2)$, where $n_1 \times n_2$ is the data matrix size processed by them. For R-TPCA [13], S-TLRR and R-TLRR, the parameter takes $1/\max(n_1, n_2)$, $\gamma$. These parameter settings are provided by the authors [3], [13], [21] and our Theorem 4. We manually tune the parameters of other compared methods. We will release relevant codes.

9.1 Application to Data Clustering

We first apply S-TLRR and R-TLRR for data clustering. See their detailed clustering steps in Algorithm 1. We evaluate them on face data, as most authentic face images approximately lie in a union of low-rank linear subspaces [40]-[43]. Table 7 describes the testing datasets: Extended YaleB (uncropped) [44], FRGC 2.0 [37] and FRDUE [80]. For FRDUE, we respectively use its first 100 and all classes for testing. Here we compare our methods with other sparse and low-rank based methods, including LSA [45], LSR1 [46], LSR2 [46], SSC [2], EnSC [47], R-PCA [21], LRR [1], R-LRR [3], TLRRSC [15] and R-TPCA [13]. For our methods, we organize the images along the 2nd dimension. Such organization can well capture the linear representation relations among samples (see Sec. 5.3). We use three metrics: accuracy (ACC) [2], normalized mutual information (NMI) [48] and purity (PUR) [49], to evaluate the clustering performance. We run all the experiments for 20 times and report the average performance.

From the clustering results in Table 2, one can observe that R-TLRR always achieves the best clustering performance and S-TLRR also outperforms others in most cases. On the widely used ACC metric, R-TLRR respectively improves by 4.5%, 4.1%, 4.6% and 3.9% over the runner-up on the four testing cases (top-down). These results clearly prove the superior performance and robustness of our methods. These results come from the following advantages of our method. 1) S-TLRR and R-TLRR effectively exploit the multi-dimensional structure of the tensor data. In contrast, the matricization based methods directly unfold the tensor data along certain mode which would destroy the multi-way low-rank data structure and lead to degraded performance [12], [13]. 2) Unlike R-TPCA that assumes data are from a single tensor subspace, our methods consider the mixture structure in data (more consistent with reality) and learn more accurate relations among samples. Also, the results show that the robust versions, i.e. R-TLRR and R-LRR, usually outperform their counterparts, i.e. S-TLRR and LRR, since directly using the corrupted sample data as the dictionary would lead to inaccurate representation.


Fig. 8: Comparison of block-diagonal structures learned by the compared methods. Best viewed in color pdf file.

TLRRSC [15] does not perform well, for the following three reasons. 1) It reshapes the 2-way face images into vectors and destroys the intrinsic multi-way data structure. 2) Randomly arranging the samples in the first $(k-1)$ modes may give non-low-rank tensor structure. 3) The Frobenius norm in TLRRSC can deal with Gaussian noise but cannot well handle the complex noise in face images [21]. Table 2 also reports the algorithm running time. Note, the computational time of R-TLRR contains the time cost for dictionary construction and solving the TLRR problem (13). Besides, R-TLRR is always much faster than its counter-part R-LRR, and S-TLRR runs faster than LRR in most cases. Though LSR1, LSR2, and EnSC are also efficient, tuning their critical regularization parameters requires significant additional effort.

We further display the block-diagonal structures learned by some compared methods in Fig. 8. For expediently plotting the representation tensors in our methods, we simply plot $\hat{Z}$ defined in (8). Due to space limit, we only display the coefficients among the first 10 classes in FRGC 2.0, e.g. $\hat{Z}(1:200, 1:200)$ in our methods. We can observe better grouping effects of S-TLRR and R-TLRR over others. It also helps explain the superiority of our methods and reasonability of the tensor subspace assumption—the block-diagonal structures learned by our methods coincide with Theorem 3.

To verify that TLRR can clean and cluster data simultaneously, we use FRGC 2.0 for evaluation. Here we use its original images of sizes $72 \times 64$. For each image, we respectively randomly set $0\% \sim 35\%$ of pixels to random values in $[0, 255]$ and then apply these compared methods. From Fig. 9, we find under different noise ratios, R-TLRR always achieves the best results, while S-TLRR cannot work well with high noise ratio. This is because R-TLRR uses a more qualified dictionary and Theorem 4 guarantees the exact recovery of TLRR when the noise ratio is relatively low and the dictionary is sufficiently good. We also compute the error $err = \|\mathcal{L}^c - \mathcal{L}\|_F/(n_1n_2n_3)$ for performance measure, where $\mathcal{L}^c$ is the recovered data by R-TLRR without corruption and $\mathcal{L}$ denotes the estimated clean data by R-TLRR with sparse noise ($5\% \sim 35\%$). From Fig. 10, we can see $err$ is very small, implying that R-TLRR can recover the low-rank clean data from noisy cases. So the learned representations under different noise ratios are similar, providing almost the same performance.

9.2 Application to Data Recovery

9.2.1 Application to Synthetic Data Recovery

Here we evaluate TLRR and compare it with R-TPCA. R-TLRR uses the recovered data by R-TPCA as the dictionary $\mathcal{A}$ which
TABLE 2: Clustering results (ACC, NMI and PUR) and the algorithm running time (in seconds) on the three testing databases.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Metric</th>
<th>LSA</th>
<th>LSR1</th>
<th>LSR2</th>
<th>SSC</th>
<th>EnSC</th>
<th>R-PCA</th>
<th>LRR</th>
<th>TLRRSC</th>
<th>R-TPCA</th>
<th>S-TLRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extended YaleB</td>
<td>ACC</td>
<td>0.461</td>
<td>0.819</td>
<td>0.811</td>
<td>0.821</td>
<td>0.828</td>
<td>0.708</td>
<td>0.753</td>
<td>0.805</td>
<td>0.662</td>
<td>0.720</td>
</tr>
<tr>
<td></td>
<td>NMI</td>
<td>0.665</td>
<td>0.882</td>
<td>0.876</td>
<td>0.895</td>
<td>0.890</td>
<td>0.820</td>
<td>0.871</td>
<td>0.888</td>
<td>0.787</td>
<td>0.832</td>
</tr>
<tr>
<td></td>
<td>PUR</td>
<td>0.555</td>
<td>0.843</td>
<td>0.837</td>
<td>0.841</td>
<td>0.850</td>
<td>0.728</td>
<td>0.796</td>
<td>0.825</td>
<td>0.673</td>
<td>0.744</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>722.8</td>
<td>0.22</td>
<td>0.26</td>
<td>207.4</td>
<td>42.3</td>
<td>602</td>
<td>101</td>
<td>163</td>
<td>231</td>
<td>300</td>
</tr>
<tr>
<td>FRGC 2.0</td>
<td>ACC</td>
<td>0.540</td>
<td>0.865</td>
<td>0.863</td>
<td>0.861</td>
<td>0.870</td>
<td>0.735</td>
<td>0.795</td>
<td>0.830</td>
<td>0.602</td>
<td>0.812</td>
</tr>
<tr>
<td></td>
<td>NMI</td>
<td>0.772</td>
<td>0.927</td>
<td>0.921</td>
<td>0.924</td>
<td>0.933</td>
<td>0.873</td>
<td>0.901</td>
<td>0.922</td>
<td>0.841</td>
<td>0.906</td>
</tr>
<tr>
<td></td>
<td>PUR</td>
<td>0.614</td>
<td>0.868</td>
<td>0.858</td>
<td>0.865</td>
<td>0.870</td>
<td>0.765</td>
<td>0.825</td>
<td>0.855</td>
<td>0.657</td>
<td>0.838</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>574.5</td>
<td>0.24</td>
<td>0.25</td>
<td>676.3</td>
<td>32.6</td>
<td>1611.4</td>
<td>304.7</td>
<td>1734.6</td>
<td>901.4</td>
<td>491.8</td>
</tr>
<tr>
<td>FRDUE (100 classes)</td>
<td>ACC</td>
<td>0.553</td>
<td>0.763</td>
<td>0.744</td>
<td>0.796</td>
<td>0.800</td>
<td>0.626</td>
<td>0.707</td>
<td>0.753</td>
<td>0.673</td>
<td>0.658</td>
</tr>
<tr>
<td></td>
<td>NMI</td>
<td>0.769</td>
<td>0.918</td>
<td>0.911</td>
<td>0.921</td>
<td>0.920</td>
<td>0.820</td>
<td>0.884</td>
<td>0.920</td>
<td>0.858</td>
<td>0.837</td>
</tr>
<tr>
<td></td>
<td>PUR</td>
<td>0.541</td>
<td>0.821</td>
<td>0.806</td>
<td>0.831</td>
<td>0.836</td>
<td>0.716</td>
<td>0.773</td>
<td>0.792</td>
<td>0.724</td>
<td>0.740</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>1350.2</td>
<td>0.96</td>
<td>0.88</td>
<td>844.9</td>
<td>16.5</td>
<td>354.06</td>
<td>190.0</td>
<td>397.1</td>
<td>568.2</td>
<td>36.6</td>
</tr>
<tr>
<td>FRDUE (all classes)</td>
<td>ACC</td>
<td>0.590</td>
<td>0.787</td>
<td>0.780</td>
<td>0.781</td>
<td>0.785</td>
<td>0.785</td>
<td>0.785</td>
<td>0.818</td>
<td>0.927</td>
<td>0.943</td>
</tr>
<tr>
<td></td>
<td>NMI</td>
<td>0.678</td>
<td>0.900</td>
<td>0.895</td>
<td>0.905</td>
<td>0.905</td>
<td>0.818</td>
<td>0.830</td>
<td>0.894</td>
<td>0.817</td>
<td>0.880</td>
</tr>
<tr>
<td></td>
<td>PUR</td>
<td>0.513</td>
<td>0.801</td>
<td>0.781</td>
<td>0.816</td>
<td>0.820</td>
<td>0.725</td>
<td>0.770</td>
<td>0.775</td>
<td>0.704</td>
<td>0.752</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>2926.6</td>
<td>1.03</td>
<td>0.98</td>
<td>1011.5</td>
<td>21.0</td>
<td>472.9</td>
<td>305.3</td>
<td>569.6</td>
<td>755.4</td>
<td>49.2</td>
</tr>
</tbody>
</table>

Fig. 9: Clustering results (ACC, NMI and PUR) on noisy FRGC 2.0. Best viewed in ×2 sized color pdf file.

(a) Corrupted images
(b) Recovered images in (a) by R-TLRR

(c) Numerical recovery performance on all images.

Fig. 10: Recovery performance of R-TLRR on FRGC 2.0. (a) Images of 0%, 10%, 20%, 30% corruptions (from left to right). (b) Recovered images in (a) by R-TLRR (from left to right).

(approximately) meets the condition \( \mathcal{P}_{U_0}(U_\alpha) = U_\alpha \), while S-TLRR does not. So we verify Theorem 4 on R-TLRR.

We generate \( \mathcal{L}_0 \) and \( \mathcal{E}_0 \) as follows. We produce 6 random low-rank tensors \( \{L_1, \ldots, L_6\} \) with \( L_i = B_i \times_1 C_i \), where the entries of \( B_i \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) and \( C_i \in \mathbb{R}^{n_1 \times m_2 \times m_3} \) are from i.i.d. \( \mathcal{N}(0,1) \). So \( \mathcal{L}_0 \) is a low-rank tensor of \( m_1 \) samples and tubal rank \( r_1 \). Then let \( \mathcal{L}_0 = [L_1, \ldots, L_6] \in \mathbb{R}^{n_1 \times m_2 \times m_3} \), where \( m_2 = \sum_{i=1}^6 m_i \) and rank \( \mathcal{L}_0 \) = \( \sum_{i=1}^6 r_i \). As for \( \mathcal{E}_0 \), its support set \( \Omega \) is chosen uniformly at random. We test two kinds of noise: (a) similar to [3], we normalize the values of entries in \( \mathcal{L}_0 \) such that \( \| \mathcal{L}_0 \|_\infty = 1 \) and i.i.d. produce the noise in \( \mathcal{E}_0 \) as \( +1 \) with probability 0.5, (b) \( \mathcal{L}_0 \) is not normalized and the noise in \( \mathcal{E}_0 \) is also drawn from i.i.d. \( \mathcal{N}(0,1) \). For simplicity, we set \( n_1 = 240, n_2 = 20, m_1 = 500 \) and \( r_1 = r_2 \) which varies from 1 to 24. The fraction \( \rho = [\Omega]/(n_1 n_2 m_3) \) ranges from 2.5% to 65% with increment 2.5%. Similar to [3], for each pair \( (\rho, r) \), we simulate 20 test instances and declare a trial successful if the recovered \( \mathcal{L}_0 \) obeys \( \| \mathcal{L}_0 - \mathcal{L}_0 \|_F / \| \mathcal{L}_0 \|_F \leq 0.05 \).

Fig. 11 reports the experimental results. In both cases, R-TLRR exactly recovers the clean data (gray and block areas) when the tubal rank \( \text{rank}_t(\mathcal{L}_0) \) is relatively low and the ratio \( \rho \) of noise is small, as implied by Theorem 4. Also, R-TLRR outperforms R-TPCA, as there are some cases (gray areas) that R-TLRR succeeds while R-TPCA fails. This coincides with the conclusion in Sec. 6.3 that R-TLRR has a stronger recovery ability than R-TPCA. The results also show validity of the dictionary built by T-TPCA.

9.2.2 Application to Image/Video Denoising

Here we evaluate the denoising performance of R-TLRR. As analyzed in Sec. 9.2.1, S-TLRR uses corrupted data as its dictionary and cannot be applied for exact recovery. We use the Berkeley segmentation dataset [39] and YUV video sequences3 for testing. Berkeley dataset contains 200 color images of various natural scenes. The YUV dataset includes 26 videos. See details in Sec. 2 of supplementary. In the experiments, we optimize the color images along the channel direction to form a \( w \times n \times h \) tensor with images size \( w \times h \) and channel number \( n \). Similarly, for videos, \( w \times n \times h \) and \( n \) respectively represent the frame size and frame number. We use the peak signal-to-noise ratio (PSNR) to evaluate the denoising performance:

\[
\text{PSNR} = 10 \log_{10} \left( \frac{n_1 n_2 n_3 \| \mathcal{L}_0 \|_\infty^2}{\| \mathcal{L}_0 - \mathcal{L}_0 \|_F^2} \right),
\]

where \( \mathcal{L}_0 \) is the recovered tensor of \( \mathcal{L}_0 \in \mathbb{R}^{n_1 \times n_2 \times n_3} \).

Our method and other low-rank based methods can be applicable for image/video denoising. Many works [3], [13], [21] validated that image and video data can be well approximated by low-rank matrices/tensors. Moreover, from the previous result in Fig. 6, the images in Berkeley dataset have low tubal rank structure. See details at the end of Sec. 8. So low-rank based methods are applicable to them. The low tubal rank structure of the testing video data is also notable but is not revealed here due to the similar results as images.

Image denoising: For each testing image, we randomly set 5% ~ 30% of pixels to random values in \( [0, 255] \) and then apply

Fig. 12: Comparison of the image denoising performance. We apply the compared methods to recover the 200 images corrupted by 5% ~ 30% noise in Berkeley dataset and report the average PSNR values on the 200 images. Best viewed in ×2 sized color pdf file.

Fig. 13: Examples of image denoising under noise ratio 20%. (a) Original image. (b) Corrupted image. (c)-(g) are the recovered results by the compared methods. (h) PSNR values on the above six images. Best viewed in ×2 sized color pdf file.

these compared methods to recover it. The corrupted locations are unknown for these compared methods.

Fig. 12 reports the average PSNR values (on top of each bar) achieved by the compared methods. R-TLRR always performs the best and it improves the average PSNR values by about 1.5 dBs over the runner-up under different noise ratios. Besides, R-TLRR mostly outperforms others on every image. For instance, when the noise ratio is 20%, R-TLRR makes at least 2.0, 1.5, 1.0 and 0.5 dBs improvements than the second best on 41, 105, 174, and 194 images, respectively. See more details in Sec. 2 in supplementary.

Fig. 13 displays the denoising results with their PSNR values when the noise ratio is 20%. R-TLRR performs much better the others. It preserves more details. For instance, it well recovers the contours of hydrophyte leaves and the spots of deers. R-TLRR improves by at least 2.4 dB over the second best R-TPCA on the testing images. As R-PCA and LRR recover the R, G and B channels separately and do not fully utilize the structure information, their performance is worse than the tensor based methods. Matricization based methods, e.g. SNN may destroy the data structure and lose optimality of the low-rank property [11], [12]. Conversely, our R-TLRR avoids the low-rank structure information loss [12], [13], hence giving better performance, R-TLRR also outperforms R-TPCA, according to Theorem 4 in Sec. 6.3: when given a qualified dictionary, R-TLRR has a stronger recovery guarantee than R-TPCA. This also demonstrates that the dictionary pursued by R-TPCA is qualified.

Video denoising: We also randomly set 5% ~ 30% of pixels in each video sequence to random values in [0, 255]. From the denoising results in Fig. 14, one can see that our R-TLRR always outperforms other methods and it respectively improves the average PSNR values on the 26 videos by about 1.9, 1.8, 1.7, 1.5, 1.3 and 0.8 dBs over the second best method, i.e. R-TPCA, for the six noise ratios. Moreover, tensor based methods, i.e. SNN, R-TPCA and our method, outperform matrix based methods, i.e. RPCA and LRR. Table 3 reports the PSNR values under noise ratio 20%. R-TLRR achieves the best denoising results on all testing videos.

10 Conclusion

In this paper, we proposed a new tensor low-rank representation (TLRR) method for tensor data denoising and clustering. TLRR takes advantage of the multi-dimensional structure in tensor data and directly performs the low-rank representation on raw tensor data. In this way, it avoids destroying the tensor structure like other matrix based methods (e.g. LRR) and better preserves the low-rank structure. Unlike R-TPCA, TLRR considers the mixture structure in data, more consistent with practical data distribution, and thus obtains better performance. We further prove the tensor block-diagonal property of the optimal solution to the TLRR problem and analyze the exact recovery ability of TLRR theoretically. By comparison, when equipped with a qualified dictionary, TLRR
 TABLE 3: PSNR values on the YUV video sequences.

<table>
<thead>
<tr>
<th>ID</th>
<th>Video name</th>
<th>R-PCA</th>
<th>R-LRR</th>
<th>SNN</th>
<th>R-TPCA</th>
<th>R-TLRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Akiyo</td>
<td>26.2</td>
<td>26.6</td>
<td>30.24</td>
<td>34.8</td>
<td>36.5</td>
</tr>
<tr>
<td>2</td>
<td>Big Buck Bunny</td>
<td>33.2</td>
<td>33.3</td>
<td>20.9</td>
<td>34.9</td>
<td>36.5</td>
</tr>
<tr>
<td>3</td>
<td>Bridge (close)</td>
<td>25.8</td>
<td>26.3</td>
<td>29.7</td>
<td>36.2</td>
<td>37.6</td>
</tr>
<tr>
<td>4</td>
<td>Bridge (far)</td>
<td>30.7</td>
<td>30.8</td>
<td>35.6</td>
<td>43.3</td>
<td>44.1</td>
</tr>
<tr>
<td>5</td>
<td>Bus</td>
<td>23.2</td>
<td>24.2</td>
<td>17.1</td>
<td>23.3</td>
<td>23.9</td>
</tr>
<tr>
<td>6</td>
<td>Carphone</td>
<td>24.6</td>
<td>25.9</td>
<td>28.3</td>
<td>30.7</td>
<td>32.4</td>
</tr>
<tr>
<td>7</td>
<td>Claire</td>
<td>26.5</td>
<td>27.1</td>
<td>32.4</td>
<td>36.0</td>
<td>37.6</td>
</tr>
<tr>
<td>8</td>
<td>Coastguard</td>
<td>25.0</td>
<td>25.7</td>
<td>25.4</td>
<td>27.7</td>
<td>28.5</td>
</tr>
<tr>
<td>9</td>
<td>Container</td>
<td>23.0</td>
<td>23.9</td>
<td>27.8</td>
<td>36.4</td>
<td>38.3</td>
</tr>
<tr>
<td>10</td>
<td>Elephants Dream</td>
<td>33.8</td>
<td>34.0</td>
<td>22.2</td>
<td>37.7</td>
<td>40.7</td>
</tr>
<tr>
<td>11</td>
<td>Flower</td>
<td>22.6</td>
<td>22.7</td>
<td>22.3</td>
<td>23.6</td>
<td>24.7</td>
</tr>
<tr>
<td>12</td>
<td>Foreman</td>
<td>25.1</td>
<td>25.7</td>
<td>26.2</td>
<td>29.6</td>
<td>31.4</td>
</tr>
<tr>
<td>13</td>
<td>Grandma</td>
<td>25.2</td>
<td>26.5</td>
<td>31.3</td>
<td>37.2</td>
<td>38.8</td>
</tr>
<tr>
<td>14</td>
<td>Hall</td>
<td>23.9</td>
<td>24.7</td>
<td>28.1</td>
<td>31.6</td>
<td>33.2</td>
</tr>
<tr>
<td>15</td>
<td>Highway</td>
<td>27.7</td>
<td>27.7</td>
<td>28.7</td>
<td>31.0</td>
<td>31.8</td>
</tr>
<tr>
<td>16</td>
<td>Miss America</td>
<td>27.3</td>
<td>29.2</td>
<td>31.3</td>
<td>34.1</td>
<td>36.1</td>
</tr>
<tr>
<td>17</td>
<td>Mobile</td>
<td>20.4</td>
<td>20.7</td>
<td>21.2</td>
<td>26.1</td>
<td>27.7</td>
</tr>
<tr>
<td>18</td>
<td>Mother Daughter</td>
<td>28.0</td>
<td>28.5</td>
<td>31.1</td>
<td>34.4</td>
<td>36.0</td>
</tr>
<tr>
<td>19</td>
<td>News</td>
<td>22.7</td>
<td>24.2</td>
<td>26.9</td>
<td>30.3</td>
<td>32.6</td>
</tr>
<tr>
<td>20</td>
<td>Paris</td>
<td>21.4</td>
<td>22.6</td>
<td>17.8</td>
<td>26.9</td>
<td>29.0</td>
</tr>
<tr>
<td>21</td>
<td>Salesman</td>
<td>23.6</td>
<td>24.6</td>
<td>27.8</td>
<td>32.6</td>
<td>34.4</td>
</tr>
<tr>
<td>22</td>
<td>Silent</td>
<td>27.0</td>
<td>27.8</td>
<td>29.9</td>
<td>32.6</td>
<td>34.1</td>
</tr>
<tr>
<td>23</td>
<td>Stefan</td>
<td>22.2</td>
<td>23.3</td>
<td>18.4</td>
<td>23.4</td>
<td>23.8</td>
</tr>
<tr>
<td>24</td>
<td>Suzie</td>
<td>28.7</td>
<td>29.6</td>
<td>29.6</td>
<td>30.9</td>
<td>32.8</td>
</tr>
<tr>
<td>25</td>
<td>Tempe</td>
<td>23.6</td>
<td>24.3</td>
<td>17.9</td>
<td>27.0</td>
<td>28.9</td>
</tr>
<tr>
<td>26</td>
<td>Waterfall</td>
<td>27.7</td>
<td>28.3</td>
<td>20.7</td>
<td>35.0</td>
<td>37.4</td>
</tr>
</tbody>
</table>

Table A1 shows the PSNR values of the YUV video sequences.

- Akiyo has stronger recovery power than R-TPCA.
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