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Abstract—Sparsity-constrained optimization problems are common in machine learning, such as sparse coding, low-rank

minimization and compressive sensing. However, most of previous studies focused on constructing various hand-crafted sparse

regularizers, while little work was devoted to learning adaptive sparse regularizers from given input data for specific tasks. In this paper,

we propose a deep sparse regularizer learning model that learns data-driven sparse regularizers adaptively. Via the proximal gradient

algorithm, we find that the sparse regularizer learning is equivalent to learning a parameterized activation function. This encourages us

to learn sparse regularizers in the deep learning framework. Therefore, we build a neural network composed of multiple blocks, each

being differentiable and reusable. All blocks contain learnable piecewise linear activation functions which correspond to the sparse

regularizer to be learned. Furthermore, the proposed model is trained with back propagation, and all parameters in this model are

learned end-to-end. We apply our framework to multi-view clustering and semi-supervised classification tasks to learn a latent compact

representation. Experimental results demonstrate the superiority of the proposed framework over state-of-the-art multi-view learning

models.

Index Terms—Deep learning, sparse regularizer, parameterized activation function, proximal operator, multi-view learning

Ç

1 INTRODUCTION

A considerable amount of research has indicated the
importance of sparse representation in boosting the

performance of various machine learning tasks [1], [2], [3].
For example, low-rank minimization generally enforces
sparse constraints on singular values. Sparse coding models
deal with intractable nonconvex ‘0-norm minimization
problems by replacing ‘0 with its surrogate functions, such
as ‘1-norm, which leads to more tractable computations [4],
[5]. However, these previous studies put more emphases on
predefined sparse norms, resulting in hand-crafted rather
than data-driven sparse regularizers. Traditionally, most of
these methods rely on an iterative algorithm that minimizes
an objective function. The inherently sequential structure
and data-dependent time complexity result in a major limi-
tation on the efficiency of the algorithms. Meanwhile, such
optimization problems are generally non-differentiable and
thus suffer from difficulties in computing gradients, which

suggests limitations in applying existing sparse regularizers
to deep learning architectures for performance boosting and
computational acceleration.

Several attempts have shown to be encouraging for
improving learning performance when embedding some spe-
cific sparse norms into deep neural networks. For example,
based on an iterative shrinkage and thresholding algorithm
(ISTA) for the ‘1-norm regularizer [6], learned ISTA (LISTA)
[7] was proposed to train sparse codes with neural networks,
where each block was differentiable and reusable. ISTA was
further transformed into a structured deep neural network
dubbed ISTA-Net [8], which optimized an ‘1-norm based
compressive sensing reconstruction model. An ‘0 regularized
encoder [9] was also explored for constructing an effective
sparse regularization with time-unfolding feed-forward neu-
ral networks. Sprechmann et al. demonstrated a principled
way to construct learnable pursuit process architectures for
structured sparse models, which was derived from the itera-
tion of proximal gradient descent algorithms [10]. Tanaka
et al. proposed sparse recurrent neural networks to conduct
efficient energy information processing [11]. Luo et al.
mapped a temporally-coherent sparse coding to a special type
of stacked recurrent neural networks (sRNN) to learn all
parameters simultaneously [12]. These latest research results
inspire us to apply back propagation and gradient descents in
deep learning frameworks to traditional iterative algorithms.

However, from the perspective of model training, deep
neural networks (DNNs) are usually limited to conducting
back propagation and gradient descentwith differentiable reg-
ularizers. Therefore, how to build a network that can deal with
non-differentiable objective functions using differentiable
blocks in the deep learning framework is a pivotal problem.
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Differentiable programming solves this problem by reformu-
lating traditional machine learning methods, which trans-
forms the optimization process into differentiable network
structures. In this way, the model can be trained with back
propagation, and some key hyperparameters become learn-
able. Substantial studies have concentrated on this technique
[13], [14], [15]. For instance, ADMM-Net was derived from the
iterative procedures of an alternating directionmethod ofmul-
tipliers (ADMM) algorithm for optimizing an MRI model
based on compressive sensing [16]. Xie et al. proposed a differ-
entiable linearized ADMM (DLADMM) for solving convex
problems with linear constraints [17]. Bertinetto et al. taught a
deep network to use standard machine learning tools like
ridge regression to quickly learn parameters [18]. Because
proximal operators are commonly utilized in optimization
methods, existing studies have also proved the corresponding
relationships between proximal operators and activation func-
tions employed in neural networks, so that neural networks
can handle some specific optimization problems [19], [20],
[21]. Nevertheless, how to learn valid sparse regularizers via
activation functions remains unexplored. To our knowledge,
very limited research has been devoted to the general learning
framework of sparse regularizers.

In this paper, we propose an efficient deep network frame-
work dubbed deep sparse regularizer learning (DSRL), to
adaptively learn data-driven sparse regularizers. Bridged by
the proximal operator, we exploit the correspondence
between regularizers and parameterized activation functions.
Accordingly, we may learn piecewise linear activation func-
tions, which is an indirect way to learn sparse regularizers.
Because all iterative blocks inDSRL are differentiable, the pro-
posed model can be trained with back propagation. Further,
we apply DSRL to themulti-view learning task, where a fused
multi-view latent representation is reconstructed using the
proposed framework. The data-driven sparse regularizers
learned by DSRL are compared with some predefined surro-
gates of ‘0-norm to validate the effectiveness of our method.
Besides, we also compare the performance with hand-crafted
sparse surrogates, and experimental results indicate that
DSRL outperforms other sparse regularizers. Themain contri-
butions of this paper can be summarized in the following four
aspects:

1) Convert the problem of learning a sparse regularizer
into that of learning an activation function by
exploiting the correspondence between regularizers
and activation functions.

2) Provide the conditions that a learnable activation
function should satisfy to yield a valid regularizer.
We further propose two-stage projections such that
the conditions can be satisfied when learning the
activation function.

3) Propose an end-to-end deep data-driven regularizer
learning scheme. Via the parameterized activation
functions, the outputs are guaranteed to be appropri-
ately sparse for the given specific task at the best.

4) We apply the proposed method to multi-view clus-
tering and semi-supervised classification. It achieves
superior performance on eight real-world datasets
compared with specific regularizers and other state-
of-the-art methods.

2 RELATED WORK

A large amount of research has recognized the critical role
played by sparse representation. However, most previous
studies concentrated on hand-crafted sparsity. Several com-
monly used sparse surrogates are shown in Table 1 [27]. These
defined sparse regularizers are non-decreasing and noncon-
vex on ð0;1Þ, as illustrated in Fig. 1. Some of these regular-
izers are lower semicontinuous. Specifically, ‘p-norm is
widely used in multiple kernel learning to promote sparse
kernel combinations so that the constructed model is more
interpretable and scalable [28]. Laplace function is leveraged
to conduct a homotopic approximation of the ‘0 minimization
problem in compressive sensing [25]. These sparse surrogates
are also applied to rank regularized optimization problems

argmin
X

J ðXÞ ¼ rankðXÞ þ fðXÞ; (1)

where fð�Þ is generally a differentiable loss function.
Because solving the problem with a rank constraint is diffi-
cult and even NP-hard, this problem is then transformed
into

argmin
X

J ðXÞ ¼
Xn
i¼1

gðsiðXÞÞ þ fðXÞ; (2)

where siðXÞ is the ith singular value of X 2 Rn�m and gð�Þ is
a surrogate of ‘0-norm as listed in Table 1 [27]. On the basis
of predefined surrogate functions, Lu et al. proposed an iter-
atively reweighted nuclear norm (IRNN) algorithm to solve
nonconvex nonsmooth rank optimizations [29]. Zhang et al.
further handled nonconvex nonsmooth rank minimization
problems with closed-form solutions of ‘p-norm when p ¼ 1

2
and 2

3 [30]. Dan et al. studied low-rank recovery models with
the ‘p-norm loss and provided a better approximation guar-
antee [31]. In general, these hand-crafted sparse surrogates
tend to approximate specific sparsity and are often sensitive
to predefined hyperparameters, which may lead to subopti-
mal performance. Moreover, due to the particular proper-
ties of various surrogates, a specific surrogate function may
not be applicable to a wide range of application scenarios,
which poses the difficulty in selecting a suitable surrogate.

ManyDNNs require sparseweights or outputs, and a num-
ber of recent studies [32], [33] also suggested that large-scale
DNNs usually contained lots of redundant parameters, which
resulted in a waste of computational resources and a high risk
of overfitting. There have been several attempts to encourage
the sparsity of weights or outputs in DNNs. For instance,
sparse autoencoders [34] only allowed a small number of
hidden units to be active at once with Kullback-Leibler

TABLE 1
Several Specified Definitions of gð�Þ for Sparse Surrogates

Penalty Formula of gðxÞ, x � 0, � � 0

‘p-norm [22] gðxÞ ¼ �xp, 0 < p < 1

Logarithm [23] gðxÞ ¼ �
log ðgþ1Þ log ðgxþ 1Þ

Geman [24] gðxÞ ¼ �x
xþg

Laplace [25] gðxÞ ¼ �ð1� expð� x
g
ÞÞ

ETP [26] gðxÞ ¼ � 1�expð�gxÞ
1�expð�gÞ
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divergence. Tartaglione et al. exploited a simple thresholding
approach to promote the sparse property of network parame-
ters [35]. Liu et al. pruned redundant connections to generate
sparse layers [36]. Bhowmik et al. addressed the problem of
sparse spike deconvolution from noisy measurements within
a Bayesian paradigm, where the sparsity was measured by
‘1-norm [37].Wang et al. presented a deep structuredmodel to
learn a non-linear function, where the regularization term for
the proximal operator was fixed as ‘1-norm [38]. Mahapatra
et al. [39] solved the sparse signal reconstruction problemusing
a feed-forward deep neural network, which was regularized
with ‘1-norm sparsity and generalized the ISTA framework.
Srinivas et al.proposed a newmethod to control the number of
activated neurons,which led to a highly sparse neural network
model [40]. Ma et al. used an integrated transformed noncon-
vex ‘1 regularizer to promote the sparsity of parameters [41].
Generally, most of these existing works on DNNs promoted
sparsity with hand-crafted sparsity penalties or defined
thresholding functions. Some of them were based on an
unfolded ISTA framework or only handled ‘1-norm sparsity.
Besides, to the best of our knowledge, very limited research
has been done for learning deep sparse regularizers adap-
tively. In this paper, we address data-driven sparse regularizer
learning problems from the viewpoint of activation functions,
which is beyond the ISTA learning framework and not limited
to certain specific sparse regularizers.

3 PROPOSED METHOD

To learn sparse regularizers adaptively in a data-driven
manner, we first construct a connection between sparse reg-
ularizers and activation functions via proximal operators.
By the connection, learning a sparse regularizer is equiva-
lently transformed into learning a parameterized activation
function in a deep neural network. Accordingly, a block-
wise neural network is designed to learn a data-driven
sparse regularizer. Fig. 2 illustrates the structure of the pro-
posed framework.

3.1 Correspondence Between Sparse Regularizers
and Activation Functions

Proximal operators are widely used in various machine
learning optimization problems. We start with a univariate
proximal operator, i.e.,

ProxgðyÞ ¼ argmin
x

J ðxÞ ¼ 1

2
ðx� yÞ2 þ gðxÞ; (3)

where gð�Þ can be a sparse regularizer. It was proved in [27]
that �ðyÞ � ProxgðyÞ is a non-decreasing function of y. Thus
it can serve as an activation function of a neural network.

On the other hand, given a non-decreasing function �ðxÞ,
we can define

gðxÞ ¼
Z x

0

ð��1ðyÞ � yÞdy

¼
Z x

0

��1ðyÞdy� 1

2
x2;

(4)

where �ðyÞ : R ! R is a univariate function and ��1ðyÞ is the
inverse function of �ðyÞ. Note that if ��1ð�Þ is not single-val-
ued, gðxÞ is still well defined. It was proved in [21] that the
proximal operator of such a gðxÞ, defined in (3), is exactly
�ðxÞ, because the optimality condition of (3) is 0 2
ð��1ðxÞ � xÞ þ ðx� yÞ. Thus we have shown the correspon-
dence between �ðxÞ and gðxÞ via the proximal operator. If gðxÞ
is a sparse regularizer, then �ðxÞ has to map a neighborhood
of 0 to 0 (see Fig. 2 of [27]). Namely, 0 2 ��1ð0Þ. Therefore,
gðxÞ ¼ 0, and is nonnegative on ð0;1Þ. These conditions will
be used for learning valid sparse regularizers.

As an example, by considering a commonly used ‘1 regu-
larizer bjxj, we can check that argminx

1
2 ðx� yÞ2 þ bjxj ¼

�uðyÞ, in which

�uðxÞ ¼
x� b; b � x;
0; �b � x < b;
xþ b; x < �b;

8<
: (5)

where u ¼ fbg can be a learnable parameter set with b � 0.
With the above analysis, learning a sparse regularizer

gðxÞ is transformed into learning an activation function �ðxÞ
that is non-decreasing and maps a neighborhood of 0 to 0.
Because it is difficult for the activation function of only one
parameter to learn a suitable sparse regularizer with the
given data, we employ piecewise linear functions to approx-
imate the learnable activation function, consisting of more
learnable parameters. Particularly, an activation function of
two sets of learnable parameters ðu1; u2Þ is defined as

�ðu1;u2ÞðxÞ ¼

w2ðx� b2Þ þ w1ðb2 � b1Þ; b2 � x;
w1ðx� b1Þ; b1 � x < b2;
0; �b1 � x < b1;
w1ðxþ b1Þ; �b2 � x < �b1;
w2ðxþ b2Þ þ w1ðb1 � b2Þ; x < �b2;

8>>>><
>>>>:

(6)

where x 2 R, 0 � b1 � b2 and w1; w2 > 0 are learnable
parameters with u1 ¼ ðw1; b1Þ and u2 ¼ ðw2; b2Þ. Noting that
the form of the activation function is not limited to two
parameter sets, we consider (6) as an example, which is a
trade-off between computational complexity and learning
accuracy to achieve desired performance in practical

Fig. 1. Illustration of some popular hand-crafted sparse regularizers (For ‘p-norm, p ¼ 0:5. For all penalties, � ¼ 1:0, g ¼ 0:5). All these sparse regular-
izers share some common properties: nonconvex and non-decreasing on ð0;1Þ.
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applications. With this definition, the inverse function
��1
ðu1;u2ÞðyÞ is computed by

��1
ðu1;u2ÞðyÞ ¼

y�w1ðb2�b1Þ
w2

þ b2; w1ðb2 � b1Þ � y;
y
w1

þ b1; 0 � y < w1ðb2 � b1Þ;
½ � b; b	; y ¼ 0;
y
w1

� b1; �w1ðb2 � b1Þ � y < 0;
y�w1ðb2�b1Þ

w2
� b2 y < �w1ðb2 � b1Þ:

8>>>>>><
>>>>>>:

(7)

Therefore, the sparse regularizer learned by a parameter-
ized activation function is derived on the basis of (4):

gðxÞ ¼
ð 1
2w2

� 1
2Þx2 þ ðb2 � w1ðb2�b1Þ

w2
Þx

þ w1ðw1�w2Þ
2w2

ðb2 � b1Þ2; x � w1ðb2 � b1Þ;
ð 1
2w1

� 1
2Þx2 þ b1x; 0 � x < w1ðb2 � b1Þ;

gð�xÞ; x < 0:

8>>><
>>>:

(8)

It is observed from the formula that the learned sparse regu-
larizer gðxÞ is symmetric about the y-axis. When x ¼ 0, gðxÞ
is exactly equal to 0.

For the sake of theoretic strictness and better interpretabil-
ity, it is required that w1; w2 > 0, 0 � b1 � b2, gðxÞ � 0 and
gðxÞ is non-decreasing when x � w1ðb2 � b1Þ. Then the condi-
tions become [refer to Section A of Appendix, which can be
found on the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TPAMI.2021.3082632]:

w1 > 0; 1 � w2 > 0;

b2 � b1 � max 0;
w1 � 1

w1
b2

� �
:

(9)

Directly projecting parameter set Q ¼ ðw1; w2; b1; b2Þ onto (9)
is also difficult. We may first project ðw1; w2Þ and then project
ðb1; b2Þ after fixing ðw1; w2Þ. The projection of ðw1; w2Þ is for-
mulated as w1 ¼ maxfw1; �g and w2 ¼ minfmaxfw1; �g; 1g,
where � is a small positive value.After fixing ðw1; w2Þ, we proj-
ect ðb1; b2Þ onto Sb ¼ fðb1; b2Þjb2 � b1 � maxf0; w1�1

w1
b2gg. To

be exact, when 0 < w1 � 1, the projection Projðb1; b2Þ of
ðb1; b2Þ ontoSb is

Projðb1; b2Þ ¼
ðb1; b2Þ; b1 � 0; b2 � 0; b1 � b2;
ð0; b2Þ; b1 < 0; b2 > 0;
ð0; 0Þ; b2 � minf0;�b1g;
ðb1þb2

2 ; b1þb2
2 Þ; b1 � jb2j:

8>><
>>:

(10)

When w1 > 1, the projection of ðb1; b2Þ onto Sb becomes

Projðb1; b2Þ ¼
ðb1; b2Þ; b2 � 0; w1�1

w1
b2 � b1 � b2;

ðr1b1 þ r2b2; r2b1 þ r3b2Þ; w1
1�w1

b2 < b1 < w1�1
w1

b2;

ð0; 0Þ; b2 � 0; b1 � w1
1�w1

b2;

ð0; 0Þ; b2 � minf0;�b1g;
ðb1þb2

2 ; b1þb2
2 Þ; b1 � jb2j;

8>>>>><
>>>>>:

(11)

where the parameter set fr1; r2; r3g is given as r1 ¼ðw1�1Þ2
w2
1
þðw1�1Þ2 , r2 ¼

w1ðw1�1Þ
w2
1
þðw1�1Þ2 and r3 ¼ w2

1

w2
1
þðw1�1Þ2 .

3.2 Implicitly Learnable Deep Sparse Regularizer

Generic optimization problems with learnable sparse regu-
larizers gð�Þ can be written as

min
X

J ðXÞ ¼ fðXÞ þ gðXÞ; (12)

where gðXijÞ ¼
R Xij

0 ð��1
Q ðyÞ � yÞdy for any i 2 f1; . . . ; ng and

j 2 f1; . . . ;mg with Q to be learned by the theory in Sec-
tion 3.1. The function fðXÞ is differentiable, and its gradient
is Lipschitz continuous. The iteration rule of the proximal
gradient method for solving Problem (12) is as follows:

Xðkþ1Þ ¼ argmin
X

fðXðkÞÞ þ hrfðXðkÞÞ;X� XðkÞi

þL

2
jjX� XðkÞjj2F þ gðXÞ

¼ argmin
X

L

2
X� XðkÞ þ 1

L
rfðXðkÞÞ

����
����
2

F

þgðXÞ;

(13)

where L is the Lipschitz constant ofrfð�Þ, i.e.,

jjrfðXÞ � rfðYÞjjF � LjjX� YjjF ; (14)
for any X;Y 2 Rn�m. Denoting W ¼ XðkÞ � 1

LrfðXðkÞÞ, the
optimization problem above is exactly

Fig. 2. Framework of the proposed DSRL method. It consists of multiple unfolded blocks in which a basic block is made up of several differentiable
units, as demonstrated in the blue shapes.
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Proxg
L
ðWÞ ¼ argmin

X

1

2
jjX�Wjj2F þ 1

L
gðXÞ; (15)

where Proxg
L
ð�Þ is the proximal operator that is related to the

regularizer 1
L gð�Þ. With these notations, the updating rule of

Xðkþ1Þ can be

Xðkþ1Þ ¼ Proxg
L

XðkÞ � 1

L
rfðXðkÞÞ

� �
: (16)

Based on the above analysis, we propose an end-to-end
deep learning framework that learns data-driven sparse
regularizers. Each unit of the proposed framework is struc-
tured as a single differentiable block, as demonstrated in
Fig. 2. Each block accepts the output from the previous
block as an input, and feeds the calculated value to the next
block. Consequently, the proposed method can be imple-
mented with a block-wise neural network architecture. Spe-
cifically, the ith block computes the output with

ZðiÞ ¼ Xði�1Þ � 1

L
rfðXði�1ÞÞ; (17)

XðiÞ ¼ �QðZðiÞÞ; (18)

where �Qð�Þ is the activation function parameterized by the
set Q. DSRL is comprised of t differentiable blocks of the
learnable parametersQ and L, which can be learned end-to-
end by back propagation [refer to Section B of Appendix,
available in the online supplemental material]. Algorithm 1
illustrates the proposed DSRL in detail, which can theoreti-
cally approximate any sparse regularizer gðxÞ in (12). Com-
pared with hand-crafted regularizers that are challenging
and time-consuming for parameter selection, the proposed
DSRL is more flexible to varying data because of its adap-
tive optimization of learnable parameters. It learns potential
sparse regularizers in a data-driven way, which may
steadily improve the performance of given tasks.

Algorithm 1. Deep Sparse Regularizer Learning (DSRL)

Input: A differentiable function fðXÞ and the number of blocks t.
Output: Learned parameter setQ.
1: Initialize the data matrix ~X 2 Rn�m;
2: Initialize learnable parameter setQð0Þ and Lð0Þ;
3: Initialize counter k = 0;
4: while not convergent do
5: The parameterQðkÞ is projected onto the convex set S,

denoted byQðkÞ;
6: Update Zð0Þ ¼ ~X� 1

LðkÞ rfð~XÞ;
7: Update Xð0Þ ¼ �

QðkÞ ðZð0ÞÞ;
8: for i ¼ 1; . . . ; t do
9: Update ZðiÞ ¼ Xði�1Þ � 1

LðkÞ rfðXði�1ÞÞ;
10: Update XðiÞ ¼ �

QðkÞ ðZðiÞÞ;
11: end for
12: UpdateQðkþ1Þ and Lðkþ1Þ with back propagation and

loss function J ð~X;XðtÞÞ ¼ 1
2 k~X� XðtÞk2F ;

13: Update counter k ¼ kþ 1;
14: end while
15: return The learned parameter setQ.

The computational complexity of the proposed method is
linearly related to the block number t for forward propaga-
tion. Because a small t value often achieves acceptable

performance (as described in Section 4.7), the speed of the pro-
posed DSRL method is relatively fast. After training, the
parameters of the activation functions are learned, and we
obtain a reconstructed sparse output by one-time forward
propagation.

4 EXPERIMENTAL ANALYSIS

In this section, comprehensive experiments on publicly avail-
able real-world datasets are conducted to validate the superi-
ority of the learned sparse regularizer by DSRL in terms of
multi-view clustering and semi-supervised classification.

Consider multi-view data X ¼ fXigvi¼1 with Xi 2 Rn�di ,
where n and v are the sample and view numbers, and di is
the feature number of the ith view data. Consequently, the
multi-view clustering task is to learn a cluster indicator y 2
f0; 1gn from the given multi-view data with a certain crite-
rion lossðfXigvi¼1; yÞ. Due to varying dimensions of different
viewdata, we attempt to learn an optimal affinitymatrix from
the evaluated multi-view similarity matrices W ¼ fWigvi¼1 of
X ¼ fXigvi¼1. In order to verify the superiority of the proposed
learnable sparse regularizer method, we formulate the multi-
view clustering task in the following simple form:

argmin
aa;W

1

2
W�

Xv
j¼1

ajWj

�����
�����
2

F

þgðWÞ;

subject to 0 � aa � 1;aaT1 ¼ 1;

(19)

where aa ¼ ½a1; . . . ;av	 2 Rv is a v-dimensional column vector
representing the weights of all views, and gð�Þ is a sparse regu-
larizer yet to be learned. The fused affinity matrix of the multi-
view data is represented as a convex hull of all views, and the
representation coefficients are learned adaptively from the
optimization objective. Since the view number v tends to be
small, a separate algorithm can be developed to compute the
optimal value of aa. Adaptive weights can be optimized by the
ADMM algorithm. In particular, suppose that vecð�Þ is the
matrix vectorization operator, then the optimization subprob-
lemwith respect to aa is written as

min
a

1

2
k½vecðW1Þ; . . . ; vecðWvÞ	aa� vecðWÞk2F ;

subject to 0 � aa � 1;aaT1 ¼ 1:
(20)

While keeping the weighted vector aa, we compute the
optimal solution W ¼ Proxgð

Pv
j¼1 ajWjÞ. Because fðWÞ ¼

1
2 jjW� Pv

j¼1 ajWjjj2F is differentiable, we can apply the pro-
posed DSRL framework to learning an optimal data-driven
sparse regularizer gðWÞ.

As to the multi-view semi-supervised classification task,
with a fixed value of aa, we formulate the problem as

argminW
1

2
W�

Xv
j¼1

ajWj

�����
�����
2

F

þ m

2
Tr YT ðD�WÞY� �

þ n

2
kY� Lk2F þ gðWÞ;

(21)

where D ¼ ½Dij	n�n is a diagonal matrix with Dii ¼
Pn

j¼1

Wij, m > 0 and n > 0 are fixed regularization parameters,
and L ¼ ½Lij	n�c is the matrix to indicate the limited number
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of labeled data points. Specifically, Lij ¼ 1 if the ith data
point belongs to the jth class, and Lij ¼ 0 otherwise. Conse-
quently, Y is the predictive class assignment indicator
matrix that can be computed by

Y ¼ Iþ m

n
ðD�WÞ

	 
�1
L: (22)

Actually, the optimalY can also be solvedwith some learnable
methods for computational acceleration, but we pay greater
attention to the learned sparse regularizer and thus adopt a
straightforward closed-form solution. Because fðWÞ ¼
1
2 W�Pv

j¼1 ajWj

��� ���2
F
þ m

2 Tr YT ðD�WÞY� �þ n
2 kY� Lk2F in

(21) is differentiable, DSRL is also applicable to solving this
problem.

4.1 Datasets

In this subsection, eight publicly available datasets are used to
validate the effectiveness of the proposedDSRLmethod. These
datasets are derived from real-world image applications, rang-
ing from images to videos. Several sample images are ran-
domly collected from the test datasets, as demonstrated in
Fig. 3. It is suggested that the input images are captured at var-
ied viewing angles, illumination and resolution variations,
which motivates us to extract multi-view low-level features
using feature descriptors for each dataset. Here we provide
more details for the feature extractors of these test datasets.

ALOI. This dataset includes a collection of object images
taken under varied light conditions and rotation angles.1

The four commonly used features are 64-D RGB color histo-
grams, 64-D HSV color histograms, 77-D color similarities,
and 13-D Haralick features.

Caltech101-7/Caltech101-20. Caltech101 is a popular object
recognition dataset with 101 classes of images.2 We follow a
previous work [42] in selecting the widely used subsets Cal-
tech101-7 and Caltech101-20. Six extracted features are
available: 48-D Gabor, 40-D wavelet moments (WM), 254-D
CENTRIST, 1,984-D histogram of oriented gradients (HOG),
512-D GIST and 928-D LBP features.

MNIST. This is a well-known dataset of handwritten dig-
its.3 Three types of features are extracted from all test

images: 30-D IsoProjection, 9-D Linear Discriminant Analy-
sis, and 9-D Neighborhood Preserving Embedding features.

NUS-WIDE. As a web image dataset for object recogni-
tion,4 we select eight classes of six feature sets: 64-D color
histogram, 225-D block-wise color moments, 144-D color
correlogram, 73-D edge direction histogram, 128-D wavelet
texture and 500-D bag of words from SIFT descriptors.

MSRC-v1. It is an image dataset with eight object classes,
each with 30 images.5 Following [43], we select seven classes
composed of trees, buildings, airplanes, cows, faces, cars
and bicycles. Five visual feature sources are extracted from
each image: 24-D color moment, 576-D HOG, 512-D GIST,
256-D local binary pattern, and 256-D CENTRIST features.

ORL. This database contains ten different face images,
each of 40 subjects, which are taken at various times with
different lighting and facial expressions.6

Youtube. This is a video dataset containing 2,000 instances
in 10 topics, alongwith six views of both visual and audio fea-
tures, which are the 2,000-D cuboids histogram, 1,024-D hist
motion estimate, 64-D HOG features, 512-D MFCC features,
64-D volume streams, and 647-D spectrogram streams.7

A summary of these eight test datasets for comparative
experiments is presented in Table 2, including the numbers
of samples, features, views and data types.

4.2 Performance Evaluation

For clustering tasks, three well-known evaluation metrics are
applied to the comparative experiments, including clustering
accuracy (ACC), normalized mutual information (NMI), and
adjusted rand index (ARI). Given sample xi for any i 2
f1; . . . ; ng, the predicted clustering label and the real label are
denoted as pi and qi, respectively. TheACC is defined as

ACC ¼
Pn

i¼1 d qi;map pið Þð Þ
n

; (23)

where dða; bÞ ¼ 1 if a ¼ b, and dða; bÞ ¼ 0 otherwise. Here,
mapð�Þ is the best permutation mapping that matches the
predicted clustering labels to the ground truths. Denote the
predictive clustering result as ~C ¼ f~Cig~ci¼1 and the ground
truth as C ¼ fCjgcj¼1, then NMI is calculated by

NMI ¼
P~c

i¼1

Pc
j¼1 j~Ci \ Cjjlog nj~Ci\Cjj

Cij j Cjj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP~c
i¼1 j~Cijlog

~jCij
n

	 
 Pc
j¼1 Cj

�� ��log Cjj j
n

� �s : (24)

ARI characterizes the agreement between two partitions C
and ~C, defined as

ARI ¼
P

ij

nij

2

� �
� P

i

ai
2

� �P
j

bj
2

� � �
=

n
2

� �
1
2

P
i

ai
2

� �
þP

j

bj
2

� � �
� P

i

ai
2

� �P
j

bj
2

� � �
=

n
2

� � ;

(25)

Fig. 3. Several sample images from the test image datasets.

1. https://elki-project.github.io/datasets/multi_view
2. http://www.vision.caltech.edu/Image_Datasets/Caltech101/
3. http://yann.lecun.com/exdb/mnist/

4. https://lms.comp.nus.edu.sg/wp-content/uploads/2019/
research/nuswide/NUS-WIDE.html

5. http://riemenschneider.hayko.at/vision/dataset/task.php?
did=35

6. http://cam-orl.co.uk/facedatabase.html
7. http://archive.ics.uci.edu/ml/datasets
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where ½nij	 ¼ j~Ci \ Cjj, ai ¼ j~Cij and bj ¼ jCjj. Higher values
of all these metrics indicate better performance.

As for multi-view semi-supervised learning, we compute
its classification accuracy for the performance evaluation.
All experiments are repeated ten times, with accuracy
means and standard deviations taken as the final results.

4.3 Parameter Setup

So as to validate the effectiveness and efficiency of the pro-
posed DSRL method, several popular state-of-the-art meth-
ods are used for performance comparisons of multi-view
clustering (K-Means, MLAN [44], SwMC [42], MSC-IAS
[45], MCGC [46] and BMVC [47]) and semi-supervised clas-
sification (KNN, SVM, AdaBoost, MVAR [48], MLAN [44]
and HLR-M2VS [49]).

Here, we clarify some of the parameter settings used in the
compared methods. All methods are tuned using their default
settings if feasible. For other open hyperparameters, we adopt
the following settings. The number of the nearest neighbors
for MSC-IAS is fixed as 3, while the dimension of the intact
space is fixed as 500. For MCGC, the regularization parameter
b is set to 0.1. For MLAN, the number of adaptive neighbors
ranges within [1,10]. For BMVC, we randomly generate 10

percentmulti-view training data for non-linear anchor embed-
ding. For MVAR, the trade-off weight for each view is fixed at
� = 1000, while the redistribution parameter over the views is
set at r = 2. For HLR-M2VS, two weighted factors are tuned as
�1 ¼ 0:2 and �2 ¼ 0:4.

As for the proposed DSRL method, the activation func-
tion defined in (6) is employed. We set the block number as
t ¼ 10. The learning rate is fixed as lr ¼ 0:02 for clustering
and lr ¼ 0:05 for semi-supervised classification. The initiali-
zation for the parameterized activation function is tuned as
w1 ¼ w2 ¼ 1:0, b1 ¼ 1:0 and b2 ¼ 2:0. All methods are run on
a computer with an i5-9500 CPU and 8GB RAM.

4.4 Multi-View Clustering

Fig. 4 shows the learned sparse regularizer gðxÞ ¼ R x
0 ð��1

ðu1;u2ÞðyÞ � yÞdy by the activation function �ðu1;u2ÞðxÞ of DSRL on all
test datasets for clustering tasks. The learned parameterQ dif-
fers in varied datasets, as a result of learning sparse regular-
izers in a data-driven manner. All the learned parameters of
the activation functions obey (9).Weobserve that all the curves
of the learned regularizers are symmetric about the y-axes, and
gðxÞ ¼ 0 when x ¼ 0. In all test datasets, the learned sparse
regularizer functions are nonnegative and monotonically

Fig. 4. The learned sparse regularizer gðxÞ ¼ R x
0 ð��1

ðu1 ;u2ÞðyÞ � yÞdy on test datasets for multi-view clustering. All learned parameters �ðu1 ;u2ÞðxÞ of the
activation functions are listed under each subfigure, with the points x ¼ 
w1ðb2 � b1Þmarked in red.

TABLE 2
A Brief Description of the Test Datasets
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increasing on ðw1ðb2 � b1Þ;1Þ, but theymay not bemonotoni-
cally increasing on ð0; w1ðb2 � b1ÞÞ, which is drastically differ-
ent from hand-crafted sparse regularizers. It can be seen from
these figures that all learned sparse regularizers are differen-
tiable except at x ¼ 0. Note that DSRL does not need to
approximate any hand-crafted sparse regularizer. Instead, it
aims to learn task-specific sparse regularizers for given data.
Therefore, the curves of learned gðxÞ differ from those of
hand-crafted sparse regularizers. However, these regularizers
share some common characteristics: nonconvex, nondecreas-
ing on ð0;1Þ, and gð0Þ ¼ 0.

Table 3 presents the clustering accuracy on all test datasets
with various surrogate functions gðxÞ in terms of ACC, NMI
and ARI. The baseline method records the performance of
directly solving fðWÞwithout sparse regularizers. To provide
a fair comparison for all the defined sparse regularizers, both
� and g range in ð0; 1:0	. As for the ‘p-norm, the p value ranges
in ð0; 1Þ. From the experimental results, we have the observa-
tion that the performance of these specific regularizers is com-
parable in some datasets. At the same time, the proposed
DSRL method achieves better performance than manually
designed gðxÞ. Table 3 also provides the sparsity of the
learned gðxÞ, where the sparsity is defined as the proportion
of near zero outputs (x � 0:01). Notice that the input data are
sparse for relatively large-scale datasets since the Gaussian
kernel and nearest neighbors are used for affinity matrix

evaluation. All methods still yield sparser outputs success-
fully in most datasets, and significantly promote the sparsity
in all datasets except ALOI and Caltech101-7. Nonetheless, it
can be seen that excessive sparseness may lead to decreased
clustering performance, and DSRL improves the clustering
performancewith suitable sparse outputs. These observations
indicate that the parameterized activation functions succeed
in learning a data-driven sparse representation of the similar-
ity matrices, and thus such learned sparse regularizers are
more robust when applied to various datasets. Distinct from
traditional hand-crafted sparse regularizers, DSRL can learn a
more suitable sparse regularizer that is tailored for a given
dataset. In other words, DSRL can learn a data-driven sparse
regularizer, which intuitively provides strong generalization
capability in practical applications.

Table 4 compares the clustering performance of DSRL and
several state-of-the-art methods in terms of ACC, NMI and
ARI. An example of visualization for clustering results in the
MNIST dataset is demonstrated in Fig. 5. It can be observed
that most of the multi-view clustering methods achieve better
performance than single-viewK-Means clustering. The exper-
imental results also suggest that the proposed approach gains
high accuracy and is effective on all test datasets. DSRL per-
forms the best according to all metrics on seven of the eight
test datasets. For theMNIST dataset, the proposedmodel also
achieves the second best performance by all evaluation

TABLE 3
Clustering Accuracy (Mean% and Standard Deviation%) and Sparsity (Proportion of Near Zero Outputs) of the Proposed DSRL

Method and Hand-Crafted Sparse Surrogates gðxÞ Defined in Table 1, Where the Best Performance is Highlighted in Bold
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metrics. Overall, these results validate the feasibility and
superiority of the proposedDSRLmethod.

4.5 Multi-View Semi-Supervised Classification

As an application to multi-view semi-supervised learning, we
conduct experiments with 10 percent randomly generated
labeled data. The learned sparse regularizers gðxÞ used for
semi-supervised classification are illustrated in Fig. 6. It can be
seen from this figure that although the learned parameters

differ from those in clustering scenarios, they share some com-
mon properties. We also compare the performance of DSRL
and various defined sparse regularizers, as shown in Table 5.
Unlike clustering tasks, it is noticed that the original affinity
matrix without sparse constraints leads to poor performance
for semi-supervised classification. All methods yield sparser
outputs than those in clustering tasks, and obtainmore signifi-
cant improvements in classification accuracy. Although DSRL
does not always generate the sparsest outputs, it achieves the

TABLE 4
Clustering Accuracy (Mean% and Standard Deviation%) of All Compared Multi-View Clustering Methods,

Where the Best Performance is Highlighted in Bold and the Second Best is Underlined

Fig. 5. Visualization for multi-view clustering results in dataset MNIST. Here, the high-dimensional input data are projected onto a two-dimensional
subspace using t-SNE, then the corresponding data points are marked in varying colors according to their predictive labels.
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Fig. 6. The learned sparse regularizer gðxÞ ¼ R x

0 ð��1
ðu1 ;u2ÞðyÞ � yÞdy on test datasets for multi-view semi-supervised classification. All learned parame-

ters �ðu1;u2ÞðxÞ of the activation functions are listed under each subfigure, with the points x ¼ 
w1ðb2 � b1Þmarked in red.

TABLE 5
Classification Accuracy (Mean% and Standard Deviation%) and Sparsity (Proportion of Near Zero Outputs) of the Proposed Method
DSRL and Compared Hand-Crafted Sparse Surrogates gðxÞ Defined in Table 1, Where the Best Performance is Highlighted in Bold

TABLE 6
Classification Accuracy (Mean% and Standard Deviation%) of All Compared Semi-Supervised Classification Methods,

Where the Best Performance is Highlighted in Bold and the Second Best is Underlined
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best performance on all datasets with considerable sparseness,
which partially suggests the importance and necessity of data-
driven learning for sparse regularizers. Moreover, it was diffi-
cult and time-consuming to select suitable hyperparameters
for these defined sparse regularizers in the experiments, and
DSRL solves this problem by learning sparse regularizers
adaptively. Table 6 compares DSRL with other state-of-the-art
semi-supervised classification methods, indicating that DSRL
outperforms the others in seven of the eight test datasets. Fur-
ther, we compare the performance of all methods as the ratio
of labeled data ranges in f0:05; 0:10; . . . ; 0:80g in Fig. 7. Over-
all, DSRL performs best on all test datasets, and gains higher
accuracy with very limited numbers of labeled data points.
The desired performance in semi-supervised classification fur-
ther validates the effectiveness of the proposedDSRLmethod.

4.6 Runtime Analyses

In this subsection, we compare the runtimes of all defined
sparse surrogates and the proposed DSRL method in Fig. 8.
The runtimes of all methods are related to the input data
dimensions, therefore these methods run faster on theMSRC-
v1 and ORL datasets. As to other datasets with more samples,
these methods require more time to yield sparse outputs. The
time costs of hand-crafted sparse surrogates are comparable,

and the experimental results indicate that DSRL outperforms
other methods in terms of computational cost. Especially
when used for semi-supervised classification, DSRL only
takes less than half of the time required by other sparse surro-
gates. This can account for why we adopt a higher learning
rate in semi-supervised classification than in clustering tasks,
suggesting that DSRL converges faster to produce optimal
sparse outputs in this sense.

4.7 Parameter Sensitivity

In this subsection, we examine the convergence and robust-
ness of the proposed DSRL method. Its loss values with var-
ious numbers of iterations on different test datasets are
demonstrated in Fig. 9. We observe that the loss objective
value of DSRL gradually decreases as the number of itera-
tions increases. Eventually, when the iteration number is
large enough, it becomes stable with slight fluctuations,
which suggests that it approaches convergence.

The performance of DSRL for clustering tasks with various
numbers of blocks is reported in Fig. 10 in terms of ACC, NMI
and ARI. In all figures, the block number ranges in f2; 4; . . . ;
24g, and the learning rate lr is fixed as 0.02. Several significant
observations can be made. First, a small block number t leads
to an acceptable result, which indicates that a smaller block
number can be set to speed up computation. Second, the three
performance evaluation metrics increase with block number
for most datasets, becoming stable with slight fluctuations at
t > 10. This is an empirical explanation for why we fix t ¼ 10
in previous experiments to obtain acceptable results. Third,
the influence of block number is not significant on some data-
sets such as ALOI, Caltech101-7, NUS-WIDE and Youtube,
however, overall the experimental results follow our previous
observations.We also demonstrate the influence of block num-
bers for multi-view semi-supervised classification in Fig. 11. In
this case, the classification performance is more robust to the
block number, and the experiments further validate our previ-
ous analyses.

5 CONCLUSION AND FUTURE WORK

In this paper, we proposed an effective neural networkmodel
dubbed DSRL for learning data-driven sparse regularizers
adaptively, which was a block-wise deep neural network
with learnable activation functions. In this model, we

Fig. 7. Performance of all compared methods in semi-supervised classi-
fication tasks as the ratio of labeled data ranges in f0:05; 0:10; . . . ; 0:80g.

Fig. 8. Runtime comparison for all sparse surrogates and DSRL in (a) clustering and (b) semi-supervised classification.
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exploited the correspondence between sparse regularizers
and parameterized activation functions via proximal
operators, where sparse regularizers could be obtained from
the integration of activation functions. This provided a solid

theoretical justification for DSRL. The proposed DSRL
method was demonstrated to be capable of solving optimiza-
tion problems with adaptive sparse regularizers, which were
not limited to hand-crafted sparseweights or outputs. Finally,
we compared the performance of DSRL with those of hand-
crafted sparse regularizers on eight real-world multi-view
datasets. DSRL achieved superior performance in terms of
multi-view clustering and semi-supervised classification.
This approach is expected to provide some insights on learn-
ing adaptive sparse regularizers for variousmachine learning
tasks. Currently, the learned sparse regularizers are only for
entrywise sparsity. In future work, we will further explore
learnablemultivariate sparse regularizers.

ACKNOWLEDGMENTS

The work of ShipingWang was supported in part by the NSF
of China under Grant U1705262, and in part by the NSF of

Fig. 10. Relationship between clustering performance (ACC, ARI, and NMI) and block number in f2; 4; . . . ; 24g of the proposed DSRL method.

Fig. 9. The convergence curves of the proposed DSRL method on all test datasets.

Fig. 11. Relationship between classification performance and block
number in f2; 4; . . . ; 24g of the proposed DSRL method on (a) ALOI, Cal-
tech101-7, Caltech101-20 and MNIST, (b) NUS-WIDE, MSRC-v1, ORL
and Youtube.

WANG ETAL.: LEARNING DEEP SPARSE REGULARIZERS WITH APPLICATIONS TO MULTI-VIEW CLUSTERING AND SEMI-SUPERVISED... 5053

Authorized licensed use limited to: Peking University. Downloaded on December 26,2022 at 09:51:37 UTC from IEEE Xplore.  Restrictions apply. 



Fujian Province under Grants 2020J01130193 and 2018J07005.
The work of Zhouchen Lin was supported in part by the NSF
China under Grants 61625301 and 61731018, in part by the
Major Scientific Research Project of Zhejiang Lab under
Grants 2019KB0AC01 and 2019KB0AB02, in part by the Bei-
jing Academy of Artificial Intelligence, and in part by
Qualcomm.

REFERENCES

[1] Y. Li, C. Chen, F. Yang, and J. Huang, “Hierarchical sparse repre-
sentation for robust image registration,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 40, no. 9, pp. 2151–2164, Sep. 2018.

[2] Y. Zhang, H. Zhang, M. Yu, S. Kwong, and Y. Ho, “Sparse repre-
sentation-based video quality assessment for synthesized 3D vid-
eos,” IEEE Trans. Image. Process., vol. 29, pp. 509–524, Jul. 2020.

[3] D. Zou, X. Chen, G. Cao, and X. Wang, “Unsupervised video mat-
ting via sparse and low-rank representation,” IEEE Trans. Pattern
Anal. Mach. Intell., vol. 42, no. 6, pp. 1501–1514, Jun. 2020.

[4] H. Gao and H. Huang, “Stochastic second-order method for large-
scale nonconvex sparse learning models,” in Proc. 27th Int. Joint
Conf. Artif. Intell., 2018, pp. 2128–2134.

[5] F. Sun, J. Guo, Y. Lan, J. Xu, and X. Cheng, “Sparse word embed-
dings using l1 regularized online learning,” in Proc. 25th Int. Joint
Conf. Artif. Intell., 2016, pp. 2915–2921.

[6] A. Beck and M. Teboulle, “A fast iterative shrinkage-thresholding
algorithm for linear inverse problems,” SIAM J. Imag. Sci., vol. 2,
no. 1, pp. 183–202, 2009.

[7] K. Gregor and Y. LeCun, “Learning fast approximations of sparse
coding,” in Proc. 27th Int. Conf. Mach. Learn., 2010, pp. 399–406.

[8] J. Zhang and B. Ghanem, “ISTA-Net: Interpretable optimization-
inspired deep network for image compressive sensing,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recognit., 2018, pp. 1828–1837.

[9] Z. Wang, Q. Ling, and T. S. Huang, “Learning deep ‘0 encoders,”
in Proc. 30th AAAI Conf. Artif. Intell., 2016, pp. 2194–2200.

[10] P. Sprechmann, A. M. Bronstein, and G. Sapiro, “Learning effi-
cient sparse and low rank models,” IEEE Trans. Pattern Anal.
Mach. Intell., vol. 37, no. 9, pp. 1821–1833, Sep. 2015.

[11] G. Tanaka et al., “Spatially arranged sparse recurrent neural net-
works for energy efficient associative memory,” IEEE Trans. Neu-
ral Netw. Learn. Syst., vol. 31, no. 1, pp. 24–38, Jan. 2020.

[12] W. Luo, W. Liu, and S. Gao, “A revisit of sparse coding based
anomaly detection in stacked rnn framework,” in Proc. IEEE Int.
Conf. Comput. Vis., 2017, pp. 341–349.

[13] A. Agrawal, B. Amos, S. Barratt, S. Boyd, S. Diamond, and J. Z.
Kolter, “Differentiable convex optimization layers,” in Proc. Neu-
ral Inf. Process. Syst., 2019, pp. 9558–9570.

[14] H. Yang, W. Wen, and H. Li, “Deephoyer: Learning sparser neural
network with differentiable scale-invariant sparsity measures,” in
Proc. 8th Int. Conf. Learn. Representations, 2020.

[15] P. Tian, Z. Wu, L. Qi, L. Wang, Y. Shi, and Y. Gao, “Differentiable
meta-learning model for few-shot semantic segmentation,” in
Proc. 34th AAAI Conf. Artif. Intell., 2020, pp. 12087–12094.

[16] J. Sun et al., “Deep ADMM-Net for compressive sensing MRI,” in
Proc. Neural Inf. Process. Syst., 2016, pp. 10–18.

[17] X. Xie, J.Wu, G. Liu, Z. Zhong, and Z. Lin, “Differentiable linearized
ADMM,” in Proc. 36th Int. Conf.Mach. Learn., 2019, pp. 6902–6911.

[18] L. Bertinetto, J. F. Henriques, P. H. S. Torr, and A. Vedaldi, “Meta-
learning with differentiable closed-form solvers,” in Proc. 7th Int.
Conf. Learn. Representations, 2019.

[19] A. Bibi, B. Ghanem, V. Koltun, and R. Ranftl, “Deep layers as sto-
chastic solvers,” in Proc. 7th Int. Conf. Learn. Representations, 2019.

[20] P. L. Combettes and J.-C. Pesquet, “Deep neural network struc-
tures solving variational inequalities,” Set-Valued Variational Anal.,
vol. 28, pp. 491–518, 2020.

[21] J. Li, C. Fang, and Z. Lin, “Lifted proximal operator machines,” in
Proc. 33rd AAAI Conf. Artif. Intell., 2019, pp. 4181–4188.

[22] L. E. Frank and J. H. Friedman, “A statistical view of some chemo-
metrics regression tools,” Technometrics, vol. 35, no. 2, pp. 109–135,
1993.

[23] J. H. Friedman, “Fast sparse regression and classification,” Int. J.
Forecasting, vol. 28, no. 3, pp. 722–738, 2012.

[24] D. Geman and C. Yang, “Nonlinear image recovery with half-qua-
dratic regularization,” IEEE Trans. Image. Process., vol. 4, no. 7,
pp. 932–946, Jul. 1995.

[25] J. D. Trzasko and A. Manduca, “Highly undersampled mag-
netic resonance image reconstruction via homotopic ‘0-mini-
mization,” IEEE Trans. Med. Imag., vol. 28, no. 1, pp. 106–121,
Jan. 2009.

[26] C. Gao, N. Wang, Q. R. Yu, and Z. Zhang, “A feasible nonconvex
relaxation approach to feature selection,” in Proc. 25th AAAI Conf.
Artif. Intell., 2011, pp. 356–361.

[27] C. Lu, C. Zhu, C. Xu, S. Yan, and Z. Lin, “Generalized singular
value thresholding,” in Proc. 29th AAAI Conf. Artif. Intell., 2015,
pp. 1805–1811.

[28] M. Kloft, U. Brefeld, S. Sonnenburg, and A. Zien, “‘p-norm multi-
ple kernel learning,” J. Mach. Learn. Res., vol. 12, pp. 953–997, 2011.

[29] C. Lu, J. Tang, S. Yan, and Z. Lin, “Generalized nonconvex non-
smooth low-rank minimization,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., 2014, pp. 4130–4137.

[30] H. Zhang, C. Gong, J. Qian, B. Zhang, C. Xu, and J. Yang,
“Efficient recovery of low-rank matrix via double nonconvex non-
smooth rank minimization,” IEEE Trans. Neural Netw. Learn. Syst.,
vol. 30, no. 10, pp. 2916–2925, Oct. 2019.

[31] C. Dan, H. Wang, H. Zhang, Y. Zhou, and P. Ravikumar, “Optimal
analysis of subset-selection based lp low-rank approximation,” in
Proc. 33rd Conf. Neural Inf. Process. Syst., 2019, pp. 2537–2548.

[32] V. Papyan, Y. Romano, and M. Elad, “Convolutional neural net-
works analyzed via convolutional sparse coding,” J. Mach. Learn.
Res., vol. 18, no. 1, pp. 2887–2938, 2017.

[33] S. Liu, “Learning sparse neural networks for better generalization,”
in Proc. 29th Int. Joint Conf. Artif. Intell., 2020, pp. 5190–5191.

[34] W. Luo, J. Li, J. Yang, W. Xu, and J. Zhang, “Convolutional sparse
autoencoders for image classification,” IEEE Trans. Neural Netw.
and Learn. Syst., vol. 29, no. 7, pp. 3289–3294, Jul. 2018.

[35] E. Tartaglione, S. Lepsøy, A. Fiandrotti, and G. Francini,
“Learning sparse neural networks via sensitivity-driven regu-
larization,” in Proc. Neural Inf. Process. Syst., 2018, pp. 3878–
3888.

[36] X. Liu, W. Li, J. Huo, L. Yao, and Y. Gao, “Layerwise sparse cod-
ing for pruned deep neural networks with extreme compression
ratio,” in Proc. 34th AAAI Conf. Artif. Intell., 2020, pp. 4900–4907.

[37] A. Bhowmik, A. Adiga, C. Seelamantula, F. Hauser, J. Jacak, and B.
Heise, “Bayesian deep deconvolutional neural networks,” in Proc.
2ndNeural Inf. Process. Syst.Workshop BayesianDeep Learn., 2017.

[38] S. Wang, S. Fidler, and R. Urtasun, “Proximal deep structured
models,” in Proc. Neural Inf. Process. Syst., 2016, pp. 865–873.

[39] D. Mahapatra, S. Mukherjee, and C. S. Seelamantula, “Deep
sparse coding using optimized linear expansion of thresholds,”
2017, arXiv: 1705.07290.

[40] S. Srinivas, A. Subramanya, and R. Venkatesh Babu, “Training
sparse neural networks,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit. Workshops, 2017, pp. 138–145.

[41] R. Ma, J. Miao, L. Niu, and P. Zhang, “Transformed ‘1 regulariza-
tion for learning sparse deep neural networks,” Neural Netw.,
vol. 119, pp. 286–298, 2019.

[42] F. Nie, J. Li, and X. Li, “Self-weighted multiview clustering with
multiple graphs,” in Proc. 26th Int. Joint Conf. Artif. Intell., 2017,
pp. 2564–2570.

[43] F. Nie, J. Li, and X. Li, “Parameter-free auto-weighted multiple
graph learning: A framework for multiview clustering and semi-
supervised classification,” in Proc. 25th Int. Joint Conf. Artif. Intell.,
2016, pp. 1881–1887.

[44] F. Nie, G. Cai, and X. Li, “Multi-view clustering and semi-super-
vised classification with adaptive neighbours,” in Proc. 31st AAAI
Conf. Artif. Intell., 2017, pp. 2408–2414.

[45] X. Wang, Z. Lei, X. Guo, C. Zhang, H. Shi, and S. Z. Li, “Multi-
view subspace clustering with intactness-aware similarity,” Pat-
tern Recognit., vol. 88, pp. 50–63, 2019.

[46] K. Zhan, F. Nie, J. Wang, and Y. Yang, “Multiview consensus
graph clustering,” IEEE Trans. Image. Process., vol. 28, no. 3, pp.
1261–1270, Mar. 2019.

[47] Z. Zhang, L. Liu, F. Shen, H. T. Shen, and L. Shao, “Binary multi-
view clustering,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 41,
no. 7, pp. 1774–1782, Jul. 2019.

[48] H. Tao, C. Hou, F. Nie, J. Zhu, and D. Yi, “Scalable multi-view
semi-supervised classification via adaptive regression,” IEEE
Trans. Image. Process., vol. 26, no. 9, pp. 4283–4296, Sep. 2017.

[49] Y. Xie, W. Zhang, Y. Qu, L. Dai, and D. Tao, “Hyper-Laplacian
regularized multilinear multiview self-representations for cluster-
ing and semisupervised learning,” IEEE Trans. Cybern., vol. 50,
no. 2, pp. 572–586, Feb. 2020.

5054 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 44, NO. 9, SEPTEMBER 2022

Authorized licensed use limited to: Peking University. Downloaded on December 26,2022 at 09:51:37 UTC from IEEE Xplore.  Restrictions apply. 



Shiping Wang received the PhD degree from the
School of Computer Science and Engineering, Uni-
versity of Electronic Science and Technology of
China, Chengdu, China, in 2014. From August
2015 to August 2016, he was a research fellowwith
Nanyang Technological University. He is currently a
professor at the College of Mathematics and Com-
puter Science, Fuzhou University, Fuzhou, China.
His research interests include machine learning,
computer vision, and granular computing.

Zhaoliang Chen received the BS degree in 2019
from the College of Mathematics and Computer
Science, Fuzhou University, Fuzhou, China, where
he is currently pursuing the PhD degree. His cur-
rent research interests include machine learning,
deep learning, and recommender systems.

Shide Du received the BS degree in 2019 from the
College of Mathematics and Computer Science,
Fuzhou University, Fuzhou, China, where he is cur-
rently working toward the MS degree. His current
research interests include machine learning, differ-
entiable programming, and deep learning.

Zhouchen Lin (M’00-SM’08-F’18) received the
PhD degree from Peking University in 2000. He is
currently a professor at the Key Laboratory of
Machine Perception, School of Electrical Engi-
neering and Computer Science, Peking Univer-
sity. His research interests include computer
vision, image processing, machine learning, pat-
tern recognition, and numerical optimization. He
was the area chair of CVPR, ICCV, NIPS/Neu-
rIPS, AAAI, IJCAI, ICLR and ICML for many
times and is the program co-chair of ICPR 2022.

He was an associate editor for the IEEE Transactions on Pattern Analy-
sis and Machine Intelligence and currently is an associate editor for the
International Journal of Computer Vision. He is a fellow of the IAPR.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/csdl.

WANG ETAL.: LEARNING DEEP SPARSE REGULARIZERS WITH APPLICATIONS TO MULTI-VIEW CLUSTERING AND SEMI-SUPERVISED... 5055

Authorized licensed use limited to: Peking University. Downloaded on December 26,2022 at 09:51:37 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


