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#### Abstract

In this article, a curious phenomenon in the tensor recovery algorithm is considered: can the same recovered results be obtained when the observation tensors in the algorithm are transposed in different ways? If not, it is reasonable to imagine that some information within the data will be lost for the case of observation tensors under certain transpose operators. To solve this problem, a new tensor rank called weighted tensor average rank (WTAR) is proposed to learn the relationship between different resulting tensors by performing a series of transpose operators on an observation tensor. WTAR is applied to threeorder tensor robust principal component analysis (TRPCA) to investigate its effectiveness. Meanwhile, to balance the effectiveness and solvability of the resulting model, a generalized model that involves the convex surrogate and a series of nonconvex surrogates are studied, and the corresponding worst case error bounds of the recovered tensor is given. Besides, a generalized tensor singular value thresholding (GTSVT) method and a generalized optimization algorithm based on GTSVT are proposed to solve the generalized model effectively. The experimental results indicate that the proposed method is effective.


Index Terms-Low-rank recovery, tensor average rank, tensor robust principal component analysis (TRPCA).

## I. Introduction

WITH the rapid advances of data-intensive applications in various engineering and scientific fields, there is a growing explosion of high-dimensional data, including images and videos, which are difficult to store, transmit, and process. Therefore, exploiting low-dimensional structures in such highdimensional data are increasingly important for understanding such complicated data, and many methods have been proposed [1]-[9].

Among them, principal component analysis (PCA) [7], [8] was first proposed, and it is widely used for dimension reduction and data analysis. In PCA, the Frobenius norm is

[^0]imposed on the matrix denoting the noise within the data to characterize the magnitude of small noise perturbation. By using the Frobenius norm, the principal components are robust to small noise perturbation, but they are sensitive to gross sparse errors. Thus, PCA fails to work when the data are corrupted by gross sparse errors [3], [4]. To solve this issue, robust PCA (RPCA) [3], [4] is proposed, in which $\ell_{0}$ norm (i.e., the number of nonzero entries in a matrix) is imposed on a sparse matrix denoting the gross sparse errors within the data to characterize the quantity of gross sparse errors.

Currently, most visual data, such as color images and videos, are in the form of tensors. To use the above low-rank matrix recovery methods, these data need to be transformed into 2-D matrices first. However, as [10] points out, the important structures will be lost when a higher-order tensor is transformed into a 2-D matrix. Therefore, many low-rank tensor recovery methods have been proposed in recent years [10]-[18]. A key challenge in low-rank tensor recovery is to define tensor rank appropriately. Traditionally, there are three types of defining methods for tensor rank, including the methods based on CP (CANDECOMP/PARAFAC) decomposition [19], the methods based on Tucker decomposition [10], [11], [19]-[22], and the methods based on some new tensor products [12], [23], [24]. Similar to the definition of matrix rank, the type of defining methods based on CP decomposition defines the rank of a tensor as the minimum number of rank-one decompositions of the given tensor. However, the minimization problem is NP-hard, which restricts the application of this type of method. The second type of defining method is based on the unfolding matrices of the tensor, and they apply the existing matrix recovery theory to the corresponding tensor recovery problem. Thus, this type of method is more popular than the first one. For example, Gandy et al. [11] take the sum of the ranks of different unfolding matrices as the rank of the tensor data, and apply the defined tensor rank into tensor completion (TC) problem, the goal of which is to recover an underlying tensor data from its incomplete observations effectively. Since introducing the sum of the ranks of different unfolding matrices will lead to an NP-hard optimization problem, to improve solution efficiency, this sum is approximated by the sum of nuclear norms (SNNs) in [11]. However, SNN is not the convex envelope of the sum of the ranks as stated in [12]. Based on a more balanced matricization, a weighted sum of the ranks of the unfolding matrices is introduced by Liu et al. [10]. Similar to [11], the weighted SNNs is adopted in [10] for an efficient solution of the resulting optimization
model. Furthermore, Zhang et al. [13] proposed a general low-rank discovery framework to deal with some unknown transformation and gross sparse errors in the tensor data, in which the weighted sum of Schatten $p$-norms of the unfolding matrices is used instead of the weighted SNNs. In addition, Zhang et al. [13] also provide a proximal gradient-based algorithm with global optimality convergence guarantees to solve the proposed framework for $p=1$, effectively. Note that, for the weighted sum of ranks-based methods, the weights play an important role, and it is unknown what is the best choice if without any prior. To solve this problem, a new TC method based on the maximum rank of a set of unfolding matrics is proposed to promote the low-rankness of unfolding matrics of the recovered tensor [25]. In addition, since the tensor recovery methods based on the weighted sum of ranks suffer from the high computation cost of the computing of singular value decompositions (SVDs) for the large unfolding matrices, an efficient matrix factorization method for tensor recovery is developed in [26]. Recently, some new tensor ranks based on the tensor product ( $t$-product) have received more and more attention. A tensor tubal rank based on $t$-product is proposed in [23] and applied to tensor recovery. Besides, Lu et al. [12] defined a new tensor rank based on the product (tensor average rank), and proposed a tensor robust principal component analysis (TRPCA) model. The corresponding recovery guarantee for TRPCA is also presented. Considering the effectiveness and wide application of the product-based tensor rank in computer vision, this article focuses on studying the defining method based on $t$-product.

Although the tensor ranks based on $t$-product are effective and widely used, there are still a few limitations.

1) The tensor tubal rank is based on the discrete Fourier transformation (DFT) in the 3rd dimension of the tensor. As a result, the tensor tubal ranks of the resulting tensors obtained by performing different transpose operators on the tensor may be different, which may lead to the tensor recovery results relying on the transpose operators. In this article, this issue is referred to as transpose variability of tensor recovery (TVTR). A tensor recovery algorithm has TVTR property if the results of the algorithm are relying on the transpose operators. It can be reasonably imagined that some information within tensor data (the relationship of various views and lowrank prior information from different directions of tensor data) will be lost if only one dimension is considered in a tensor recovery algorithm with TVTR property.
2) Although it is proven that the true value of the models can be exactly recovered under certain conditions for TRPCA based on $\ell_{1}$ norm (i.e., relax $\ell_{0}$ norm and rank function to $\ell_{1}$ norm and nuclear norm, respectively.) These strong conditions often cannot be guaranteed in the real world.

## A. Our Contributions

To overcome the aforementioned limitations, this article focuses on the recovery of a low-rank tensor from a three-order data tensor contaminated by both gross sparse errors and small entry-wise dense noise. The contributions of this work are threefold. First, to our best knowledge, TVTR is first discussed

TABLE I
Some Surrogate Functions of $\ell_{0}$

| Name | $g(x), x \geq 0$ |
| :---: | :---: |
| $\ell_{p}$ | $x^{p} 0<p<1$ |
| LSP | $\log \left(1+\frac{x}{\gamma}\right)$ |
| Laplace | $\left(1-\exp \left(-\frac{x}{\gamma}\right)\right)$ |
| LOG | $\log (\gamma+x)$ |
| Logarithm | $\frac{1}{\log (\gamma+1)} \log (\gamma x+1)$ |
| ETP | $\frac{1-\exp (-\gamma x)}{1-\exp (-\gamma)}$ |

in this article. Second, to deal with TVTR, a new tensor rank called weighted tensor average rank (WTAR) is given. Meanwhile, WTAR is applied to the tensor-robust principal component analysis, and a new low-rank tensor recovery model called tensor recovery based on WTAR (TRWTAR) is obtained. In addition, we prove that the worst case error bounds of the recovered tensor are established by TRWTAR (in Theorem 4). Third, inspired by the literature on nonconvex optimization [27]-[32] (see Table I), this article provides a general algorithm that solves both the convex surrogate and a series of nonconvex surrogates of the proposed framework (not limited to the surrogate functions in Table I). The study results contribute to the broad landscape of tensor recovery by delineating an effective measure of tensor rank and providing theoretical and algorithmic advances in robust tensor recovery problems.

## II. Notations and Preliminaries

## A. Notations

In this article, the fields of real and complex numbers are denoted as $\mathbb{R}$ and $\mathbb{C}$, respectively. Tensors are denoted by Euler script letters, e.g., $\mathcal{A}$; matrices are denoted by capital letters, e.g., $A$; sets are denoted by boldface capital letters, e.g., A; vectors are denoted by boldface lowercase letters, e.g., $\boldsymbol{a}$, and scalars are denoted by lowercase letters, e.g., $a$.

More definitions and symbols are given as follows.

1) For $A \in \mathbb{R}^{n_{1} \times n_{2}}, A^{T}$ is the transpose of $A . \operatorname{rank}(A)$ and $\|A\|_{*}$ denote the rank function of matrix $A$ (the number of nonzero singular values) and the nuclear norm of matrix $A$ (the sum of singular values), respectively. $\sigma_{i}(A)$ denotes the $i$ th largest singular value of matrix $A$, and $\sigma(A)=\left(\sigma_{1}(A), \sigma_{2}(A), \ldots, \sigma_{r}(A)\right)^{T}$. . and $\otimes$ denote the matrix product and Kronecker product, respectively. $I_{n}$ and $F_{n}$ denote the $n \times n$ identity matrix and DFT matrix, respectively. $A \longrightarrow B$ indicates that $B$ can be obtained by elementary row or column transformation of $A$.
2) A three-order tensor is denoted as $\mathcal{A} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$, where $n_{k}(k=1,2,3)$ is a positive integer. Each element in this tensor is represented as $\mathcal{A}_{i_{1} i_{2} i_{3}}$. The Frobenius norm, $l_{1}$ norm, infinity norm, and $l_{0}$ norm are, respectively, denoted as $\|\mathcal{A}\|_{F}=\left(\sum_{i_{1}, i_{2}, i_{3}} \mathcal{A}_{i_{1} i_{2} i_{3}}^{2}\right)^{1 / 2},\|\mathcal{A}\|_{1}=\sum_{i_{1}, i_{2}, i_{3}}\left|\mathcal{A}_{i_{1} i_{2} i_{3}}\right|$, $\|\mathcal{A}\|_{\infty}=\max _{i_{1}, i_{2}, i_{3}}\left|\mathcal{A}_{i_{1} i_{2} i_{3}}\right|$, and $\|\mathcal{A}\|_{0}$ (i.e., the number of nonzero entries of $\mathcal{A}$ ), respectively. For $\mathcal{A}, \mathcal{B} \in$ $\mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$, the inner product of $\mathcal{A}$ and $\mathcal{B}$ is denoted as $\langle\mathcal{A}, \mathcal{B}\rangle=\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \sum_{i_{3}=1}^{n_{3}} \mathcal{A}_{i_{1} i_{2} i_{3}} \operatorname{Conj}\left(\mathcal{B}_{i_{1} i_{2} i_{3}}\right) . \mathbf{0}$ denotes all-zero tensor.
3) \#A denotes the number of elements of set $\mathbf{A}$.
4) $\operatorname{Im}(a), \operatorname{Re}(a)$, and $\operatorname{Conj}(a)$ denote the imaginary part of $a$, real part of $a$, and conjugate of $a$, respectively.
Besides, following the definitions in [13] and [34], this article uses the MATLAB notation $\mathcal{A}(i,:,:), \mathcal{A}(:, i,:)$, and $\mathcal{A}(:,:, i)$ to denote the $i$ th horizontal, lateral, and frontal slice, respectively, and the frontal slice $\mathcal{A}(:,:, i)$ is denoted compactly as $A^{(i)}$. We use the MATLAB command fft to denote the result of DFT on $\mathcal{A}$ along the 3 rd dimention, i.e., $\overline{\mathcal{A}}=\operatorname{fft}(\mathcal{A},[], 3)$. And we can get $\mathcal{A}$ from $\overline{\mathcal{A}}$ by $\mathcal{A}=$ $\operatorname{ifft}(\overline{\mathcal{A}},[], 3)$, where the MATLAB command ifft is the inverse FFT. In addition, $\operatorname{unfold}(\cdot)$, fold $(\cdot)$, $\operatorname{bcirc}(\cdot)$, and $\operatorname{bdiag}(\cdot)$ are defined as

$$
\begin{aligned}
\operatorname{unfold}(\mathcal{A}) & =\left(\begin{array}{c}
A^{(1)} \\
A^{(2)} \\
\vdots \\
A^{\left(n_{3}\right)}
\end{array}\right) \in \mathbb{R}^{n_{1} n_{3} \times n_{2}} \\
\operatorname{fold}(\operatorname{unfold}(\mathcal{A})) & =\mathcal{A} \\
\operatorname{bcirc}(\mathcal{A}) & =\left(\begin{array}{ccccc}
A^{(1)} & A^{\left(n_{3}\right)} & \cdots & A^{(2)} \\
A^{(2)} & A^{(1)} & \cdots & A^{(3)} \\
\vdots & \vdots & \ddots & \vdots \\
A^{\left(n_{3}\right)} & A^{\left(n_{3}-1\right)} & \cdots & A^{(1)}
\end{array}\right) \\
\operatorname{bdiag}(\mathcal{A}) & =\left(\begin{array}{ccccc}
A^{(1)} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & A^{(2)} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & A^{\left(n_{3}\right)}
\end{array}\right)
\end{aligned}
$$

Note that $\operatorname{bdiag}(\overline{\mathcal{A}})=\left(F_{n_{3}} \otimes I_{n_{1}}\right) \cdot \operatorname{bcirc}(\mathcal{A}) \cdot\left(F_{n_{3}}^{-1} \otimes I_{n_{2}}\right)$, where $F_{n_{3}}^{-1}$ is the inverse of $F_{n_{3}}$.

## B. Preliminary Definitions and Results

Definition 1 (t-Product [23]): Let $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ and $\mathcal{B} \in$ $\mathbb{R}^{n_{2} \times l \times n_{3}}$. Then, the $t$-product $\mathcal{A} *_{t} \mathcal{B}$ is defined as a tensor of size $n_{1} \times l \times n_{3}$

$$
\begin{equation*}
\mathcal{A} *_{t} \mathcal{B}=\operatorname{fold}(\operatorname{bcirc}(\mathcal{A}) \cdot \operatorname{unfold}(\mathcal{B})) \tag{1}
\end{equation*}
$$

Definition 2 (F-Diagonal Tensor [23]): Tensor $\mathcal{A}$ is called f -diagonal if each of its frontal slice is a diagonal matrix.

Definition 3 (Identity Tensor [23]): Tensor $\mathcal{I} \in \mathbb{R}^{n \times n \times n_{3}}$ is a tensor in which the first frontal slice is an identity matrix, and other frontal slices are all zeros.

Definition 4 (Mode-1 Conjugate Transpose): The conjugate transpose of a tensor $\mathcal{A} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ is denoted as $\mathcal{A}^{T_{1}} \in$ $\mathbb{C}^{n_{1} \times n_{3} \times n_{2}}$, which is obtained by conjugate transposing each of the horizontal slice.

Definition 5 (Mode-2 Conjugate Transpose): The conjugate transpose of a tensor $\mathcal{A} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ is denoted as $\mathcal{A}^{T_{2}} \in$ $\mathbb{C}^{n_{3} \times n_{2} \times n_{1}}$, which is obtained by conjugate transposing each of the lateral slice.

Definition 6 (Mode-3 Conjugate Transpose): The conjugate transpose of a tensor $\mathcal{A} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ is denoted as $\mathcal{A}^{T_{3}} \in$ $\mathbb{C}^{n_{2} \times n_{1} \times n_{3}}$, which is obtained by conjugate transposing each of the frontal slice.

Definition 7 (Conjugate Transpose [12]): The conjugate transpose of a tensor $\mathcal{A} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}$ is denoted as $\mathcal{A}^{*} \in$ $\mathbb{C}^{n_{2} \times n_{1} \times n_{3}}$, which is obtained by conjugate transposing each of
the frontal slice and then reversing the order of the transposed frontal slice from position 2 to $n_{3}$.

Definition 8 (Orthogonal Tensor [23]): A tensor $\mathcal{Q} \in$ $\mathbb{C}^{n \times n \times n_{3}}$ is orthogonal if it satisfies $\mathcal{Q}^{*} *_{t} \mathcal{Q}=\mathcal{Q} *_{t} \mathcal{Q}^{*}=\mathcal{I}$.

Theorem 1 ( $t$-SVD [12]): Let $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$. Then it can be factorized as $\mathcal{A}=\mathcal{U} *_{t} \mathcal{S} *_{t} \mathcal{V}^{*}$, where $\mathcal{U} \in \mathbb{R}^{n_{1} \times n_{1} \times n_{3}}$, $\mathcal{V} \in \mathbb{R}^{n_{2} \times n_{2} \times n_{3}}$ are orthogonal, and $\mathcal{S} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ is an f diagonal tensor.

As stated in [12], we can get $t$-SVD of a tensor by Algorithm 1.

```
Algorithm \(1 t\)-SVD [12]
    Input: \(\mathcal{Y} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}, \lambda>0\).
    Output: \(\mathcal{U}, \mathcal{S}\) and \(\mathcal{V}\).
    1. Compute \(\overline{\mathcal{Y}}=\operatorname{fft}(\mathcal{Y},[], 3)\).
    2. Compute each frontal slice of \(\overline{\mathcal{U}}, \overline{\mathcal{S}}\) and \(\overline{\mathcal{V}}\) from \(\overline{\mathcal{Y}}\) by
    for \(i=1, \ldots,\left\lfloor\frac{n_{3}+1}{2}\right\rfloor\) do
    \(\left[\bar{U}^{(i)}, \bar{S}^{(i)}, \bar{V}^{(i)}\right]=\operatorname{SVD}\left(\overline{\mathcal{Y}}^{(i)}\right) ;\)
    end for
    for \(i=\left\lfloor\frac{n_{3}+1}{2}\right\rfloor+1, \ldots, n_{3}\) do
    \(\bar{U}^{(i)}=\operatorname{Conj}\left(\bar{U}^{\left(n_{3}-i+2\right)}\right)\);
    \(\bar{S}^{(i)}=\bar{S}^{\left(n_{3}-i+2\right)} ;\)
    \(\bar{V}^{(i)}=\operatorname{Conj}\left(\bar{V}^{\left(n_{3}-i+2\right)}\right)\);
    end for
    3. \(\mathcal{U}=\operatorname{ifft}(\bar{U},[], 3), \mathcal{S}=\operatorname{ifft}(\bar{S},[], 3)\) and
    \(\mathcal{V}=\operatorname{ifft}(\bar{V},[], 3)\).
```

Definition 9 (Tensor Tubal Rank [12]): For $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, the tensor tubal rank, denoted as $\operatorname{rank}_{t}(\mathcal{A})$, is defined as the number of nonzero singular tubes of $\mathcal{S}$, where $\mathcal{S}$ is obtained from the $t$-SVD of $\mathcal{A}=\mathcal{U} *_{t} \mathcal{S} *_{t} \mathcal{V}^{*}$. We can write $\operatorname{rank}_{t}(\mathcal{A})=\#\{i \mid \mathcal{S}(i, i,:) \neq \mathbf{0}\}=\#\{i \mid \mathcal{S}(i, i, 1) \neq 0\}$. Denote $\sigma(\mathcal{S})=(\mathcal{S}(1,1,1), \mathcal{S}(2,2,1), \ldots, \mathcal{S}(r, r, 1))^{T}$, in which $r=\operatorname{rank}_{t}(\mathcal{A})$.

Definition 10 (Tensor Nuclear Norm [12]): Let $\mathcal{A}=\mathcal{U} *_{t}$ $\mathcal{S} *_{t} \mathcal{V}^{*}$ be the $t$-SVD of $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$. The tensor nuclear norm of $\mathcal{A}$ is defined as $\|\mathcal{A}\|_{*}=\langle\mathcal{S}, \mathcal{I}\rangle=\sum_{i=1}^{r} \mathcal{S}(i, i, 1)$, where $r=\operatorname{rank}_{t}(\mathcal{A})$.

Definition 11 (Tensor Average Rank [12]): For $\mathcal{A} \in$ $\mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, the tensor average rank, denoted as $\operatorname{rank}_{a}(\mathcal{A})$, is defined as $\operatorname{rank}_{a}(\mathcal{A})=\left(1 / n_{3}\right) \operatorname{rank}(\operatorname{bcirc}(\mathcal{A}))$.

Definition 12 (Tensor Average Nuclear Norm [12]): For $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, the tensor average nuclear norm of $\mathcal{A}$ is defined as $\|\mathcal{A}\|_{*, a}=\left(1 / n_{3}\right)\|\operatorname{bcirc}(\mathcal{A})\|_{*}$.

## III. New Tensor Rank

In this section, the TVTR is discussed in detail, and a new tensor rank is given to better explore the low-rank structure within a data tensor.

## A. Motivation: Transpose Variability of Tensor Recovery

It can be seen from Definitions 9 and 10 that the tensor tubal rank and tensor nuclear norm are base on $t$-SVD, in which discrete Fourier transform is applied on the 3rd dimension of the tensor. Therefore, the transpose operations of the tensor directly affects the tensor recovery methods

TABLE II
Top Row: the Singular Values Vectors of the Six Tensors. Bottom Row: the Singular Values Vectors of the Block Circulant Matrices InCluding $\operatorname{bcirc}(\mathcal{A}), \operatorname{bcirc}\left(\mathcal{A}^{T_{2}}\right), \operatorname{bcirc}\left(\left(\mathcal{A}^{T_{2}}\right)^{T_{3}}\right), \operatorname{bcirc}\left(\mathcal{A}^{T_{1}}\right), \operatorname{bcirc}\left(\left(\mathcal{A}^{T_{1}}\right)^{T_{3}}\right)$ and $\operatorname{bcirc}\left(\mathcal{A}^{T_{3}}\right)$.

|  | $\mathcal{A}$ | $\mathcal{A}^{T_{2}}$ | $\left(\mathcal{A}^{T_{2}}\right)^{T_{3}}$ | $\mathcal{A}^{T_{1}}$ | $\left(\mathcal{A}^{T_{1}}\right)^{T_{3}}$ | $\mathcal{A}^{T_{3}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sigma(\cdot)$ | $\binom{3.2988}{0.4407}$ | $\binom{3.1631}{0.9183}$ | $\binom{3.1631}{0.9183}$ | $\binom{3.0859}{1.2910}$ | $\binom{3.0859}{1.2910}$ | $\binom{3.2988}{0.4407}$ |
|  | $\left(\begin{array}{l}3.7558 \\ 2.8417 \\ 0.5970 \\ 0.2843\end{array}\right)$ | $\left(\begin{array}{l}3.7505 \\ 2.5758 \\ 1.2586 \\ 0.5780\end{array}\right)$ | $\left(\begin{array}{l}3.7505 \\ 2.5758 \\ 1.2586 \\ 0.5780\end{array}\right)$ | $\left(\begin{array}{l}3.3331 \\ 2.8387 \\ 1.5338 \\ 1.0482\end{array}\right)$ | $\left(\begin{array}{l}3.3331 \\ 2.8387 \\ 1.5338 \\ 1.0482\end{array}\right)$ | $\left(\begin{array}{l}3.7558 \\ 2.8417 \\ 0.5970 \\ 0.2843\end{array}\right)$ |

based on the two norms (including the tensor tubal rank and tensor nuclear norm). An example is given in the following to illustrate this point: Let $\mathcal{A} \in \mathbb{R}^{2 \times 2 \times 2}$, in which $\mathcal{A}^{(1)}=$ $\left(\begin{array}{cc}-0.1241 & 1.4090 \\ 1.4897 & 1.4172\end{array}\right), \mathcal{A}^{(2)}=\left(\begin{array}{cc}0.6715 & 0.7172 \\ -1.2075 & 1.6302\end{array}\right)$. For a three-order tensor $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, six tensors are obtained by all possible transpose operations for $\mathcal{A}$ : $\mathcal{A}=\left(\mathcal{A}^{T_{1}}\right)^{T_{1}} \in$ $\mathbb{R}^{n_{1} \times n_{2} \times n_{3}}, \mathcal{B}_{1}=\mathcal{A}^{T_{2}} \in \mathbb{R}^{n_{3} \times n_{2} \times n_{1}}, \mathcal{B}_{2}=\left(\mathcal{A}^{T_{2}}\right)^{T_{3}} \in \mathbb{R}^{n_{2} \times n_{3} \times n_{1}}$, $\mathcal{B}_{3}=\mathcal{A}^{T_{1}} \in \mathbb{R}^{n_{1} \times n_{3} \times n_{2}}, \mathcal{B}_{4}=\left(\mathcal{A}^{T_{1}}\right)^{T_{3}} \in \mathbb{R}^{n_{3} \times n_{1} \times n_{2}}$, and $\mathcal{B}_{5}=\mathcal{A}^{T_{3}} \in \mathbb{R}^{n_{2} \times n_{1} \times n_{3}}$. From the top row of Table II, it can be seen that the tensor singular values of $\mathcal{A}, \mathcal{A}^{T_{2}}$, and $\mathcal{A}^{T_{1}}$ are different. Considering the following key optimal problem in low-rank tensor recovery:

$$
\begin{equation*}
\mathcal{D}(\mathcal{Y}, \lambda)=\arg \min _{\mathcal{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}} \lambda\|\mathcal{X}\|_{*}+\frac{1}{2}\|\mathcal{Y}-\mathcal{X}\|_{F}^{2} \tag{2}
\end{equation*}
$$

this is the proximal operator of the tensor nuclear norm. To solve the problem shown in (2), Liu et al. [13] proposed an optimal algorithm. The whole algorithm is similar to Algorithm 2 given in Section V in this article. The only difference between the two algorithms is that, in Lu's work, a soft threshold with parameter $\lambda$ is used instead of $\mathcal{T}_{g}\left(\bar{S}^{(i)}, \lambda\right) .{ }^{1}$ Therefore, the Lu's work is not considered in this article because of space limits. Algorithm 2 reveals that $\mathcal{D}\left(\mathcal{B}_{i}, \lambda\right)$ is not equivalent to the transpose of $\mathcal{D}(\mathcal{A}, \lambda)$ for some $\lambda$, when $\sigma(\mathcal{A}) \neq \sigma\left(\mathcal{B}_{i}\right)$. Therefore, it can be concluded that the tensor nuclear norm based-tensor recovery methods have TVTR property. Note that, as stated in [12], (2) is equivalent to

$$
\begin{equation*}
\mathcal{D}(\mathcal{Y}, \lambda)=\arg \min _{\mathcal{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}} \lambda\|\mathcal{X}\|_{*, a}+\frac{1}{2}\|\mathcal{Y}-\mathcal{X}\|_{F}^{2} . \tag{3}
\end{equation*}
$$

Therefore, for the tensor average nuclear norm-based-tensor recovery methods, a similar conclusion can be obtained.

As discussed above, the effectiveness of the tensor recovery methods based on the two norms (including tensor nuclear norm and tensor average nuclear norm) is affected by the transpose operations on the data tensor, but this is ignored by traditional tensor recovery methods. An intuitive approach to solve this problem is to consider all possible transpose operations in the definition of tensor rank.

## B. Weighted Tensor Average Rank

Definition 13 (Weighted Tensor Tubal Rank): Define weighted tensor tubal rank $\operatorname{rank}_{\mathrm{wt}}(\cdot)$ as

$$
\begin{equation*}
\operatorname{rank}_{\mathrm{wt}}(\mathcal{A})=\sum_{k=1}^{3} \alpha_{k} \operatorname{rank}_{t}\left(\mathcal{A}^{T_{k}}\right) \tag{4}
\end{equation*}
$$

$$
{ }^{1} \mathcal{T}_{g}(Y, \lambda)=\arg \min _{X \in \mathbb{R}^{m \times n}}(1 / 2)\|Y-X\|_{F}^{2}+\lambda \sum_{i=1}^{m} \sum_{j=1}^{n} g\left(\left|X_{i j}\right|\right) .
$$

where $\alpha_{k}(k=1,2,3)$ indicates the weights which sum to 1 .
Definition 14 (WTAR): Define weighted average tensor rank $\operatorname{rank}_{\mathrm{wa}}(\cdot)$ as

$$
\begin{equation*}
\operatorname{rank}_{\mathrm{wa}}(\mathcal{A})=\sum_{k=1}^{3} \alpha_{k} \operatorname{rank}_{a}\left(\mathcal{A}^{T_{k}}\right) \tag{5}
\end{equation*}
$$

where $\alpha_{k}(k=1,2,3)$ indicates the weights which sum to 1 .
Definition 15 (Weighted Tensor Nuclear Norm): Define weighted tensor nuclear norm $\|\cdot\|_{*, \text { wt }}$ as

$$
\begin{equation*}
\|\mathcal{A}\|_{*, \mathrm{wt}}=\sum_{k=1}^{3} \alpha_{k}\left\|\mathcal{A}^{T_{k}}\right\|_{*} \tag{6}
\end{equation*}
$$

where $\alpha_{k}(k=1,2,3)$ indicates the weights which sum to 1 .
Definition 16 (Weighted Tensor Average Nuclear Norm): Define weighted tensor average nuclear norm $\|\cdot\|_{* \text {,wa }}$ as

$$
\begin{equation*}
\|\mathcal{A}\|_{*, \mathrm{wa}}=\sum_{k=1}^{3} \alpha_{k}\left\|\mathcal{A}^{T_{k}}\right\|_{*, a} \tag{7}
\end{equation*}
$$

where $\alpha_{k}(k=1,2,3)$ indicates the weights which sum to 1 .
Property 1: For $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}, \sigma(\operatorname{bcirc}(\mathcal{A}))=$ $\sigma\left(\operatorname{bcirc}\left(\mathcal{A}^{T_{3}}\right)\right)$.

Proof:

$$
\begin{align*}
\operatorname{bcirc}\left(\mathcal{A}^{T_{3}}\right) & =\left(\begin{array}{cccc}
A^{(1) T} & A^{\left(n_{3}\right) T} & \cdots & A^{(2) T} \\
A^{(2) T} & A^{(1) T} & \cdots & A^{(3) T} \\
\vdots & \vdots & \ddots & \vdots \\
A^{\left(n_{3}\right) T} & A^{\left(n_{3}-1\right) T} & \cdots & A^{(1) T}
\end{array}\right) \\
& \longrightarrow\left(\begin{array}{cccc}
A^{(1) T} & A^{(2) T} & \cdots & A^{\left(n_{3}\right) T} \\
A^{(2) T} & A^{(3) T} & \cdots & A^{(1) T} \\
\vdots & \vdots & \ddots & \vdots \\
A^{\left(n_{3}\right) T} & A^{(1) T} & \cdots & A^{\left(n_{3}-1\right) T}
\end{array}\right) \\
& =\left(\begin{array}{ccccc}
A^{(1)} & A^{(2)} & \cdots & A^{\left(n_{3}\right)} \\
A^{(2)} & A^{(3)} & \cdots & A^{(1)} \\
\vdots & \vdots & \ddots & \vdots \\
A^{\left(n_{3}\right)} & A^{(1)} & \cdots & A^{\left(n_{3}-1\right)}
\end{array}\right)^{T} \\
& \longrightarrow\left(\begin{array}{cccc}
A^{(1)} & A^{\left(n_{3}\right)} & \cdots & A^{(2)} \\
A^{(2)} & A^{(1)} & \cdots & A^{(3)} \\
\vdots & \vdots & \ddots & \vdots \\
A^{\left(n_{3}\right)} & A^{\left(n_{3}-1\right)} & \cdots & A^{(1)}
\end{array}\right)^{T} \\
& =\operatorname{bcirc(\mathcal {A})^{T}.} \tag{8}
\end{align*}
$$

Therefore, Property 1 holds.
Theorem 2: For $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, if $\alpha_{1}=\alpha_{2}=\alpha_{3}=(1 / 3)$, $\|\mathcal{A}\|_{*, \mathrm{wa}}=\left\|\mathcal{A}^{T_{s}}\right\|_{*, \mathrm{wa}}$ for $s=1,2,3$.

Proof: For $s=1$, since $\left(\mathcal{A}^{T_{1}}\right)^{T_{1}}=\mathcal{A}$ and $\left(\mathcal{A}^{T_{1}}\right)^{T_{2}}=$ $\left(\mathcal{A}^{T_{2}}\right)^{T_{3}},\left\|\left(\mathcal{A}^{T_{1}}\right)^{T_{1}}\right\|_{*, a}=\|\mathcal{A}\|_{*, a}=\left\|\mathcal{A}^{T_{3}}\right\|_{*, a},\left\|\left(\mathcal{A}^{T_{1}}\right)^{T_{2}}\right\|_{*, a}=$ $\left\|\left(\mathcal{A}^{T_{2}}\right)^{T_{3}}\right\|_{*, a}=\left\|\mathcal{A}^{T_{2}}\right\|_{*, a}$, and $\left\|\left(\mathcal{A}^{T_{1}}\right)^{T_{3}}\right\|_{*, a}=\left\|\mathcal{A}^{T_{1}}\right\|_{*, a}$ by Property 1.

Therefore, $\left\|\mathcal{A}^{T_{1}}\right\|_{*, \mathrm{wa}}=\sum_{k=1}^{3}(1 / 3)\left\|\left(\mathcal{A}^{T_{1}}\right)^{T_{k}}\right\|_{*, a}=$ $\left(\left(\left\|\left(\mathcal{A}^{T_{1}}\right)^{T_{1}}\right\|_{*, a}+\left\|\left(\mathcal{A}^{T_{1}}\right)^{T_{2}}\right\|_{*, a}+\left\|\left(\mathcal{A}^{T_{1}}\right)^{T_{3}}\right\|_{*, a}\right) / 3\right) \quad=$ $\sum_{k=1}^{3}(1 / 3)\left\|\mathcal{A}^{T_{k}}\right\|_{*, a}=\|\mathcal{A}\|_{*, \mathrm{wa}}$.

For $s=2$, since $\left(\mathcal{A}^{T_{2}}\right)^{T_{1}}=\left(\mathcal{A}^{T_{1}}\right)^{T_{3}}$ and $\left(\mathcal{A}^{T_{2}}\right)^{T_{2}}=\mathcal{A}$, $\left\|\left(\mathcal{A}^{T_{2}}\right)^{T_{1}}\right\|_{*, a}=\left\|\left(\mathcal{A}^{T_{1}}\right)^{T_{3}}\right\|_{*, a}=\left\|\mathcal{A}^{T_{1}}\right\|_{*, a},\left\|\left(\mathcal{A}^{T_{2}}\right)^{T_{2}}\right\|_{*, a}=$ $\|\mathcal{A}\|_{*, a}=\left\|\mathcal{A}^{T_{3}}\right\|_{*, a}$, and $\left\|\left(\mathcal{A}^{T_{2}}\right)^{T_{3}}\right\|_{*, a}=\left\|\mathcal{A}^{T_{2}}\right\|_{*, a}$ by Property 1.

Therefore, $\left\|\mathcal{A}^{T_{2}}\right\|_{*, \text { wa }}=\sum_{k=1}^{3}(1 / 3)\left\|\left(\mathcal{A}^{T_{2}}\right)^{T_{k}}\right\|_{*, a}=$ $\left(\left(\left\|\left(\mathcal{A}^{T_{2}}\right)^{T_{1}}\right\|_{*, a}+\left\|\left(\mathcal{A}^{T_{2}}\right)^{T_{2}}\right\|_{*, a}+\left\|\left(\mathcal{A}^{\bar{T}_{2}}\right)^{T_{3}}\right\|_{*, a}\right) / 3\right)=$ $\sum_{k=1}^{3}(1 / 3)\left\|\mathcal{A}^{T_{k}}\right\|_{*, a}$.

For $s=3$, since $\left(\mathcal{A}^{T_{3}}\right)^{T_{1}}=\left(\mathcal{A}^{T_{2}}\right)^{T_{3}}$ and $\left(\mathcal{A}^{T_{3}}\right)^{T_{2}}=\left(\mathcal{A}^{T_{1}}\right)^{T_{3}},\left\|\mathcal{A}^{T_{3}}\right\|_{*, \text { wa }}=\sum_{k=1}^{3}(1 / 3)\left\|\left(\mathcal{A}^{T_{3}}\right)^{T_{k}}\right\|_{*, a}=$ $\left(\left(\left\|\left(\mathcal{A}^{T_{3}}\right)^{T_{1}}\right\|_{*, a}+\left\|\left(\mathcal{A}^{T_{3}}\right)^{T_{2}}\right\|_{*, a}+\left\|\left(\mathcal{A}^{T_{3}}\right)^{T_{3}}\right\|_{*, a}\right) / 3\right)$
$=$
$\left(\left(\left\|\left(\mathcal{A}^{T_{2}}\right)^{T_{3}}\right\|_{*, a}+\left\|\left(\mathcal{A}^{T_{1}}\right)^{T_{3}}\right\|_{*, a}+\left\|\left(\mathcal{A}^{T_{3}}\right)^{T_{3}}\right\|_{*, a}\right) / 3\right)$ $\sum_{k=1}^{3}(1 / 3)\left\|\mathcal{A}^{T_{k}}\right\|_{*, a}$.

Since $\|\mathcal{A}\|_{*}=\|\mathcal{A}\|_{*, a}$ as stated in [12], we have $\|\mathcal{A}\|_{*, \text { wa }}=$ $\|\mathcal{A}\|_{*, \mathrm{wt}}$. Therefore, the following theorem is derived.

Theorem 3: For $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, if $\alpha_{1}=\alpha_{2}=\alpha_{3}=(1 / 3)$, $\|\mathcal{A}\|_{*, \mathrm{wt}}=\left\|\mathcal{A}^{T_{s}}\right\|_{*, \mathrm{wt}}$ for $s=1,2,3$.

## IV. TRPCA With Weighted Tensor Average Rank

Based on the definition of $\operatorname{rank}_{\mathrm{wt}}(\cdot)$, TPRCA with WTAR is defined as follows:

$$
\begin{equation*}
\min _{\mathcal{L}, \mathcal{S}} \operatorname{rank}_{\mathrm{wa}}(\mathcal{L})+\lambda\|\mathcal{S}\|_{0} \quad \text { s.t. }\|\mathcal{P}-\mathcal{L}-\mathcal{S}\|_{F} \leq \delta \tag{9}
\end{equation*}
$$

where $\mathcal{P}=\mathcal{L}+\mathcal{S}+\mathcal{Z} ; \mathcal{L}$ is low-rank; $\mathcal{S}$ is sparse, and $\mathcal{Z}$ is a small noisy perturbation and $\|\mathcal{Z}\|_{F} \leq \delta$. Since $\operatorname{rank}_{\mathrm{wt}}(\cdot)$ and $\ell_{0}$ norm is discrete, the continuous version of (9) is considered, which is defined as follows:

$$
\begin{equation*}
\min _{\mathcal{L}, \mathcal{S}}\|\mathcal{L}\|_{*, \mathrm{wa}}^{g}+\lambda\|\mathcal{S}\|_{g} \quad \text { s.t. }\|\mathcal{P}-\mathcal{L}-\mathcal{S}\|_{F} \leq \delta \tag{10}
\end{equation*}
$$

where $\|\mathcal{L}\|_{*, \text { wa }}^{g}=\sum_{k=1}^{3}\left(\alpha_{k} / n_{k}\right) \sum_{i=1}^{r_{k}} g\left(\sigma_{i}\left(\operatorname{bcirc}\left(\mathcal{L}^{T_{k}}\right)\right)\right)$, $\|\mathcal{S}\|_{g}=\sum_{i_{1}, i_{2}, i_{3}} g\left(\left|\mathcal{S}_{i_{1} i_{2} i_{3}}\right|\right)$, and $g: \mathbb{R}^{+} \longrightarrow \mathbb{R}^{+}$is an increasing function. Note that all the surrogate functions of $\ell_{0}$ listed in Table I satisfy this condition.

Remark 1: From Property 1, we can get the same conclusion with Theorem 2 easily for $\|\cdot\|_{*, \text { wa }}^{g}$, i.e., if $\alpha_{1}=\alpha_{2}=$ $\alpha_{3}=(1 / 3),\|\mathcal{A}\|_{*, \mathrm{wa}}^{g}=\left\|\mathcal{A}^{T_{s}}\right\|_{*, \mathrm{wa}}^{g}$ for $\mathcal{A} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$ and $s=1,2,3$.

## A. $\ell_{p}$ Minimization Formulation

Taking $g(\cdot)$ in (10) as $\ell_{p}$ norm, then (10) is turned to

$$
\begin{equation*}
\min _{\mathcal{L}, \mathcal{S}}\|\mathcal{L}\|_{p, \text { wa }}^{p}+\lambda\|\mathcal{S}\|_{p, p}^{p} \quad \text { s.t. }\|\mathcal{P}-\mathcal{L}-\mathcal{S}\|_{F} \leq \delta \tag{11}
\end{equation*}
$$

where $\|\mathcal{L}\|_{p, \text { wa }}^{p}=\sum_{k=1}^{3}\left(\alpha_{k} / n_{k}\right)\left(\sum_{i=1}^{r_{k}} \sigma_{i}\left(\operatorname{bcirc}\left(\mathcal{L}^{T_{k}}\right)\right)^{(1 / p)}\right)^{p}$, $r_{k}=\operatorname{rank}\left(\operatorname{bcirc}\left(\mathcal{L}^{T_{k}}\right)\right)$, and $\|\mathcal{S}\|_{p, p}^{p}=\left(\sum_{i_{1}, i_{2}, i_{3}}\left|\mathcal{S}_{i_{1} i_{2} i_{3}}\right|^{(1 / p)}\right)^{p}$. For convenience, (11) is referred to as TRWTAR- $\ell_{p}$ (where TRWTAR and $\ell_{p}$ stand for Tensor Recovery with WTAR and
$\ell_{p}$ norm, respectively). It is easy to see that, for $p=1$, (11) reduces to

$$
\begin{equation*}
\min _{\mathcal{L}, \mathcal{S}}\|\mathcal{L}\|_{*, \text { wa }}+\lambda\|\mathcal{S}\|_{1} \quad \text { s.t. }\|\mathcal{P}-\mathcal{L}-\mathcal{S}\|_{F} \leq \delta \tag{12}
\end{equation*}
$$

which is referred to as tensor recovery with weighted tensor average nuclear norm (TRWTANN).

## B. Worst Case Error Bound

Here, an error bound is established under the transformed $\ell_{p}$ minimization problem (11).

Theorem 4: Let $\left(\mathcal{L}_{0}, \mathcal{S}_{0}\right)$ be the pair of true lowrank and sparse tensors, and $\mathcal{L}^{*}$ be the solution to the optimization problem (11). If the average of the entries of the sparse component $\mathcal{S}_{0}$ is bounded by $T$, and the carnality of the support $\mathcal{S}_{0}$ is bounded by $m$, then $\operatorname{Err}\left(\mathcal{L}^{*}\right)=\left(\left(\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{F}\right) / M\right) \leq$ $\sqrt[p]{\left(\left(2 m T^{p}+\left((2 \delta)^{p} / M^{(p / 2)-1}\right)\right) /\left(M^{p}(1-(1 / \lambda))\right)\right)}, \quad$ where $\lambda>1, M=\prod_{k=1}^{3} n_{k}$. Remark $n^{(1)}=n_{2}, n^{(2)}=n_{1}$ and $n^{(3)}=n_{3}$.
The proof of Theorem 4 is given in the appendix.
To give an intuitive understanding of Theorem 4, consider the two most simple cases.

1) For $p=1, \delta=0$, we have

$$
\operatorname{Err}\left(\mathcal{L}^{*}\right)=\frac{2 m T}{M\left(1-\frac{1}{\lambda}\right)}
$$

where $(m / M) \ll 1$ is the sparsity coefficient, and $T$ is bounded. Usually, the entries in visual data are typically bounded by a constant that is not too large, i.e., the biggest value of entry is 255 for images. Thus, the error bound is rather small, indicating rather good recovery.
2) For $p=1, T=0$, we have

$$
\operatorname{Err}\left(\mathcal{L}^{*}\right)=\frac{2 \delta}{M^{\frac{1}{2}}\left(1-\frac{1}{\lambda}\right)}
$$

where $\left(1 /\left(M^{(1 / 2)}(1-(1 / \lambda))\right)\right) \ll 1$ for $\lambda=\infty$. As suggested in the above, $\lambda$ in (12) should be set to a large enough value for $\mathcal{S}_{0}=\mathbf{0}$.

## V. General Algorithm

This section introduces a general optimization algorithm for solving (10).

## A. Key Problem

To solve problem (10), the following subproblem is considered:

$$
\begin{equation*}
\arg \min _{\mathcal{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}} \lambda\|\mathcal{X}\|_{*, a}^{g}+\frac{1}{2}\|\mathcal{Y}-\mathcal{X}\|_{F}^{2} \tag{13}
\end{equation*}
$$

where $\|\mathcal{X}\|_{*, a}^{g}=\left(1 / n_{3}\right) \sum_{i=1}^{r} g\left(\sigma_{i}(\operatorname{bcirc}(\mathcal{X}))\right)$, and $r=$ $\operatorname{rank}(\operatorname{bcirc}(\mathcal{X}))$. In the following, we will prove that (13) can be solved by GTSVT (Algorithm 2), where

$$
\mathcal{I}_{g}(Y, \lambda)=\arg \min _{X \in \mathbb{R}^{m \times n}} \frac{1}{2}\|Y-X\|_{F}^{2}+\lambda \sum_{i=1}^{m} \sum_{j=1}^{n} g\left(\left|X_{i j}\right|\right) .
$$

```
Algorithm 2 Generalized Tensor Singular Value Thresh-
olding (GTSVT)
    Input: \(\mathcal{Y} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}, \lambda>0\).
    Output: \(\mathcal{D}_{g}(\mathcal{Y}, \lambda)\).
    1. Compute \(\overline{\mathcal{Y}}=\operatorname{fft}(\mathcal{Y},[], 3)\).
    2. Perform the generalized SVT [41] on each frontal
    slice of \(\overline{\mathcal{Y}}\) by
    for \(i=1, \ldots,\left\lfloor\frac{n_{3}+1}{2}\right\rfloor\) do
    \(\left[\bar{U}^{(i)}, \bar{S}^{(i)}, \bar{V}^{(i)}\right]=\operatorname{SVD}\left(\overline{\mathcal{Y}}^{(i)}\right) ;\)
    \(\bar{W}^{(i)}=\bar{U}^{(i)} \mathcal{T}_{g}\left(\bar{S}^{(i)}, \lambda\right) \bar{V}^{(i) *}\);
    end for
    for \(i=\left\lfloor\frac{n_{3}+1}{2}\right\rfloor+1, \ldots, n_{3}\) do
    \(\bar{W}^{(i)}=\operatorname{Conj}\left(\bar{W}^{\left(n_{3}-i+2\right)}\right)\);
    end for
    3. \(\mathcal{D}_{g}(\mathcal{Y}, \lambda)=\operatorname{ifft}(\overline{\mathcal{W}},[], 3)\).
```

Theorem 5: For any $\lambda>0$ and $\mathcal{Y} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, if $g$ is increasing on $[0,+\infty)$, then the tensor singular value thresholding operator obeys

$$
\begin{equation*}
\mathcal{D}_{g}(\mathcal{Y}, \lambda) \in \arg \min _{\mathcal{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}} \lambda\|\mathcal{X}\|_{*, a}^{g}+\frac{1}{2}\|\mathcal{Y}-\mathcal{X}\|_{F}^{2} \tag{14}
\end{equation*}
$$

The proof of Theorem 5 is given in the appendix.

## B. General Algorithm Based on Alternating Direction Method

Equation (10) can be reduced to

$$
\begin{equation*}
\min _{\mathcal{L}, \mathcal{S}} \alpha \sum_{k=1}^{3} \alpha_{k}\left\|\mathcal{L}^{T_{k}}\right\|_{*, a}^{g}+\beta\|\mathcal{S}\|_{g}+\frac{1}{2}\|\mathcal{P}-\mathcal{L}-\mathcal{S}\|_{F}^{2} \tag{15}
\end{equation*}
$$

where $\left\|\mathcal{L}^{T_{k}}\right\|_{*, a}^{g}=\left(1 / n_{k}\right) \sum_{i=1}^{r_{k}} g\left(\sigma_{i}\left(\operatorname{bcirc}\left(\mathcal{L}^{T_{k}}\right)\right)\right)$. To simplify (15), a series of auxiliary tensors $\mathcal{M}_{k}(k=1,2,3)$ are introduced to replace $\mathcal{L}^{T_{k}}$ and to remove the correlation of $\mathcal{L}^{T_{k}}$. Then, (15) can be rewritten to

$$
\begin{align*}
& \min _{\mathcal{M}_{k}, \mathcal{L}, \mathcal{S}} \frac{1}{2}\|\mathcal{P}-\mathcal{L}-\mathcal{S}\|_{F}^{2}+\alpha \sum_{k=1}^{3} \alpha_{k}\left\|\mathcal{M}_{k}\right\|_{*, a}^{g}+\beta\|\mathcal{S}\|_{g} \\
& \text { s.t. } \mathcal{L}^{T_{k}}=\mathcal{M}_{k}, \quad k=1,2,3 \tag{16}
\end{align*}
$$

To relax the above equality constraints, this article applies the alternating direction method (ADMM) [34] to the above problem, and the following augmented Lagrangian function is obtained:

$$
\begin{align*}
& f_{\mu}\left(\mathcal{M}_{k}, \mathcal{L}, \mathcal{S}, \mathcal{Q}_{k}\right) \\
& =\frac{1}{2}\|\mathcal{P}-\mathcal{L}-\mathcal{S}\|_{F}^{2}+\alpha \sum_{k=1}^{3} \alpha_{k}\left\|\mathcal{M}_{k}\right\|_{*, a}^{g}+\beta\|\mathcal{S}\|_{g} \\
& \quad+\Sigma_{k=1}^{3}\left(\left\langle\mathcal{Q}_{k}, \mathcal{L}^{T_{k}}-\mathcal{M}_{k}\right\rangle+\frac{\mu_{k}}{2}\left\|\mathcal{L}^{T_{k}}-\mathcal{M}_{k}\right\|_{F}^{2}\right) \tag{17}
\end{align*}
$$

where $\mu_{i}$ is a positive scalar, and $\mathcal{Q}_{k}$ is Lagrange multiplier tensor. According to the framework of ADMM, the above optimization problem can be iteratively solved as follows.

Step 1: Given $\mathcal{L}^{(s)}$ and $\mathcal{Q}_{k}^{(s)}$, update $\mathcal{M}_{k}, k=1,2,3$ by

$$
\begin{align*}
\mathcal{M}_{k}^{(s+1)}= & \arg \min _{\mathcal{M}_{k}} \frac{\mu_{k}}{2}\left\|\left(\mathcal{L}^{(s)}\right)^{T_{k}}-\mathcal{M}_{k}+\frac{1}{\mu_{k}} \mathcal{Q}_{k}^{(s)}\right\|_{F}^{2} \\
& +\alpha \alpha_{k}\left\|\mathcal{M}_{k}\right\|_{*, a}^{g} \\
= & \mathcal{D}_{g}\left(\left(\mathcal{L}^{(s)}\right)^{T_{k}}+\frac{1}{\mu_{k}} \mathcal{Q}_{k}^{(s)}, \frac{\alpha \alpha_{k}}{\mu_{k}}\right) . \tag{18}
\end{align*}
$$

Step 2: Given $\mathcal{M}_{k}^{(s+1)}, \mathcal{S}^{(s)}$ and $\mathcal{Q}_{k}^{(s)}, k=1,2,3$, update $\mathcal{L}$ by

$$
\begin{align*}
\mathcal{L}^{(s+1)}=\arg \min _{\mathcal{L}} & \frac{1}{2}\left\|\mathcal{P}-\mathcal{L}-\mathcal{S}^{(s)}\right\|_{F}^{2} \\
& +\sum_{k=1}^{3} \frac{\mu_{k}}{2}\left\|\mathcal{L}^{T_{k}}-\mathcal{M}_{k}^{(s+1)}+\frac{1}{\mu_{k}} \mathcal{Q}_{k}^{(s)}\right\|_{F}^{2} . \tag{19}
\end{align*}
$$

Calculate the partial derivative of the above formulation with respect to $\mathcal{L}$, and set it to zero
$-\mathcal{P}+\mathcal{L}+\mathcal{S}^{(s)}+\Sigma_{k=1}^{3} \mu_{k}\left(\mathcal{L}-\left(\mathcal{M}_{k}^{(s+1)}-\frac{1}{\mu_{k}} \mathcal{Q}_{k}^{(s)}\right)^{T_{k}}\right)=0$.
By rearranging the term with $\mathcal{L}$, we have

$$
\begin{equation*}
\mathcal{L}^{(s+1)}=\frac{\mathcal{P}-\mathcal{S}^{(s)}+\Sigma_{k=1}^{3} \mu_{k}\left(\mathcal{M}_{k}^{(s+1)}-\frac{1}{\mu_{k}} \mathcal{Q}_{k}^{(s)}\right)^{T_{k}}}{1+\Sigma_{k=1}^{3} \mu_{k}} . \tag{20}
\end{equation*}
$$

Step 3: Given $\mathcal{L}^{(s+1)}$, update $\mathcal{S}$ by

$$
\begin{align*}
\mathcal{S}^{(s+1)} & =\arg \min _{\mathcal{S}} \frac{1}{2}\left\|\mathcal{P}-\mathcal{L}^{(s+1)}-\mathcal{S}\right\|_{F}^{2}+\beta\|\mathcal{S}\|_{g}  \tag{21}\\
& =\mathcal{T}_{g}\left(\mathcal{P}-\mathcal{L}^{(s+1)}, \beta\right) \tag{22}
\end{align*}
$$

Step 4: Given $\mathcal{Q}_{k}^{(s)}, \mathcal{L}^{(s+1)}$ and $\mathcal{M}_{k}^{(s+1)}, k=1,2,3$, update $\mathcal{L}$ by

$$
\begin{equation*}
\mathcal{Q}_{k}^{(s+1)}=\mathcal{Q}_{k}^{(s)}+\mu_{k}\left(\left(\mathcal{L}^{(s+1)}\right)^{T_{k}}-\mathcal{M}_{k}^{(s+1)}\right) \quad \forall k \tag{23}
\end{equation*}
$$

## VI. Experimental Results

In this section, four sets of experiments are conducted to illustrate the effectiveness of our proposed methods. The first set of experiments are performed on the color image data contaminated by zero-mean Gaussian noise, and the proposed methods including TRWTANN and TRWTAR $-\ell_{p}$ are compared with several state-of-the-art low-rank tensor recovery methods, including SNN [11], Liu's work (called Liu for short in the following) [10], SRALT- $\ell_{p}$ [13], KBR [35], and TRPCA [12]. The second and third sets of experiments are performed on the color image data and video, respectively. All of them are contaminated by the mixture of zero-mean Gaussian noise and random valued impulse noise in different noise levels to test the seven methods. To illustrate the robustness of the proposed methods to outliers in the visual data and their effectiveness in practical applications, in the fourth set of experiments, all seven methods are tested on background subtraction. The source code of SRALT- $\ell_{p}{ }^{2}$ and $\mathrm{KBR}^{3}$ are provided by their authors, while the source code of the remaining methods

[^1]TABLE III
Color Image Denoising Results (PSNR) by Different Methods

|  | $\delta=5$ |  |  |  |  |  |  | $\delta=10$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ |
| House | 29.77 | 29.58 | 36.06 | 35.16 | 31.43 | 31.88 | 34.37 | 28.36 | 28.25 | 29.38 | 29.70 | 31.07 | 31.52 | 31.04 |
| Peppers | 32.02 | 31.76 | 34.70 | 32.21 | 31.91 | 32.77 | 34.55 | 28.29 | 28.29 | 28.66 | 29.49 | 30.81 | 31.06 | 30.97 |
| Lena | 32.71 | 32.57 | 35.51 | 33.80 | 32.69 | 33.53 | 35.32 | 28.50 | 28.56 | 29.17 | 30.29 | 31.46 | 31.74 | 31.82 |
| Baboon | 31.73 | 31.16 | 34.12 | 27.65 | 29.72 | 30.67 | 33.15 | 28.04 | 27.92 | 28.22 | 26.36 | 28.64 | 29.10 | 28.66 |
| F16 | 33.39 | 33.25 | 36.40 | 33.27 | 33.53 | 34.42 | 36.39 | 28.71 | 28.78 | 30.15 | 30.02 | 31.97 | 32.12 | 32.54 |
| Kodak image 1 | 33.19 | 33.06 | 35.95 | 33.31 | 33.99 | 35.01 | 37.24 | 28.37 | 28.57 | 28.76 | 30.07 | 31.62 | 31.71 | 32.35 |
| Kodak image2 | 32.68 | 32.61 | 36.55 | 33.90 | 34.76 | 35.71 | 37.43 | 28.29 | 28.53 | 28.75 | 30.75 | 32.50 | 32.42 | 33.00 |
| Kodak image3 | 32.80 | 32.71 | 36.85 | 34.36 | 34.64 | 35.60 | 37.41 | 28.32 | 28.57 | 28.89 | 30.80 | 32.29 | 32.29 | 32.92 |
| Kodak image 12 | 33.04 | 32.99 | 37.22 | 36.14 | 35.51 | 36.43 | 38.12 | 28.39 | 28.65 | 29.87 | 31.58 | 32.95 | 32.78 | 33.71 |
| Average | 32.37 | 32.19 | 35.93 | 33.31 | 33.13 | 34.00 | 36.00 | 28.36 | 28.46 | 29.10 | 29.90 | 31.48 | 31.64 | 31.89 |
|  | $\delta=15$ |  |  |  |  |  |  | $\delta=20$ |  |  |  |  |  |  |
|  | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ |
| House | 22.98 | 22.96 | 29.53 | 27.11 | 27.14 | 26.50 | 28.94 | 22.46 | 22.49 | 28.40 | 24.78 | 26.95 | 26.56 | 26.59 |
| Peppers | 26.23 | 25.68 | 28.85 | 27.22 | 27.75 | 27.73 | 28.96 | 25.24 | 24.88 | 27.36 | 25.43 | 26.90 | 27.17 | 27.47 |
| Lena | 26.74 | 26.22 | 28.96 | 27.87 | 28.52 | 28.58 | 29.87 | 25.69 | 25.38 | 28.22 | 25.93 | 27.59 | 28.02 | 28.31 |
| Baboon | 23.30 | 22.34 | 25.72 | 24.73 | 25.03 | 24.95 | 26.29 | 22.65 | 21.86 | 24.84 | 23.52 | 24.54 | 24.65 | 24.48 |
| F16 | 27.14 | 26.34 | 28.52 | 27.59 | 28.94 | 28.87 | 30.31 | 26.00 | 25.54 | 28.42 | 25.58 | 27.88 | 28.17 | 28.58 |
| Kodak image 1 | 26.47 | 26.13 | 28.35 | 27.66 | 28.58 | 28.71 | 29.61 | 25.02 | 25.13 | 26.53 | 25.79 | 27.22 | 27.54 | 28.05 |
| Kodak image2 | 27.45 | 27.79 | 30.77 | 28.63 | 30.25 | 30.39 | 30.60 | 25.91 | 26.76 | 26.87 | 26.76 | 28.56 | 29.00 | 29.71 |
| Kodak image3 | 27.16 | 27.40 | 30.36 | 28.41 | 29.75 | 29.94 | 30.41 | 25.61 | 26.32 | 27.35 | 26.44 | 28.14 | 28.61 | 29.27 |
| Kodak image 12 | 27.57 | 27.98 | 29.53 | 28.74 | 30.78 | 30.95 | 31.23 | 25.99 | 26.86 | 29.67 | 26.58 | 28.89 | 29.38 | 30.35 |
| Average | 26.12 | 25.87 | 28.96 | 27.55 | 28.53 | 28.51 | 29.58 | 24.95 | 25.02 | 27.52 | 25.65 | 27.41 | 27.68 | 28.09 |
|  | $\delta=25$ |  |  |  |  |  |  | $\delta=30$ |  |  |  |  |  |  |
|  | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ |
| House | 21.34 | 21.36 | 25.24 | 23.13 | 24.22 | 23.95 | 24.01 | 20.94 | 20.86 | 22.30 | 21.62 | 24.19 | 23.93 | 24.07 |
| Peppers | 24.06 | 23.74 | 24.20 | 23.98 | 25.04 | 25.40 | 25.51 | 23.39 | 23.14 | 21.37 | 22.82 | 24.63 | 25.04 | 25.36 |
| Lena | 24.66 | 24.34 | 25.32 | 24.27 | 25.87 | 26.25 | 26.26 | 23.98 | 23.70 | 22.22 | 22.90 | 25.46 | 25.96 | 26.26 |
| Baboon | 21.23 | 20.85 | 22.92 | 22.34 | 22.42 | 22.69 | 22.54 | 20.82 | 20.44 | 20.79 | 21.36 | 22.27 | 22.56 | 22.54 |
| F16 | 24.90 | 24.45 | 27.44 | 24.01 | 26.13 | 26.34 | 26.38 | 24.14 | 23.84 | 24.67 | 22.72 | 25.65 | 26.02 | 26.32 |
| Kodak image 1 | 24.25 | 24.24 | 23.50 | 24.24 | 25.76 | 26.14 | 26.15 | 23.39 | 23.59 | 20.98 | 22.96 | 25.10 | 25.40 | 25.76 |
| Kodak image2 | 25.65 | 26.15 | 23.20 | 25.23 | 27.87 | 28.20 | 28.23 | 24.68 | 25.41 | 20.63 | 23.92 | 26.91 | 27.17 | 27.71 |
| Kodak image3 | 25.15 | 25.50 | 23.62 | 24.80 | 27.13 | 27.57 | 27.71 | 24.17 | 24.71 | 20.93 | 23.80 | 26.23 | 26.62 | 27.07 |
| Kodak image 12 | 25.73 | 26.23 | 27.70 | 24.88 | 28.24 | 28.60 | 28.70 | 24.70 | 25.44 | 23.96 | 23.48 | 27.14 | 27.43 | 28.13 |
| Average | 24.11 | 24.09 | 24.79 | 24.10 | 25.85 | 26.13 | 26.17 | 23.36 | 23.46 | 21.98 | 22.84 | 25.29 | 25.57 | 25.91 |

including SNN, Liu's work, and TRPCA are provided by the LibADMM toolbox. ${ }^{4}$ The parameters of all methods are tuned to the best for each case. In addition, $\alpha_{k}(1 \leq k \leq 3)$ in our methods are set to $(1 / 3)$.

## A. Zero-Mean Gaussian Noise: Color Image Denoising

The clean color image with a size of $n_{1} \times n_{2} \times 3$ can be approximated by low-rank tensor $\mathcal{L}_{0} \in \mathbb{R}^{n_{1} \times n_{2} \times 3}$, and the zero-mean Gaussian noise can be regarded as small entrywise perturbations $\mathcal{Z}_{0} \in \mathbb{R}^{n_{1} \times n_{2} \times 3}$, which is a tensor with the entries independently sampled from a $\mathcal{N}\left(0, \delta^{2}\right)$ distribution (the noised image can be obtained by $\mathcal{P}=\mathcal{L}_{0}+\mathcal{Z}_{0}$ ). In this part, all the seven methods (including SNN, Liu, SRALT- $\ell_{p}$, KBR, TRPCA, TRWTANN, and TRWTAR- $\ell_{p}$ ) are applied to color image recovery in which the color image is contaminated by zero-mean Gaussian noise. All methods are performed on House, Lena, Peppers, F16, Baboon, and the $1-3$ th and 12th images from the Kadak PhotoCD. ${ }^{5}$ Meanwhile, the standard deviations of zero-mean Gaussian noise $\delta$ are set to $\delta=\{5,10,15,20,25,30\}$.

Table III shows the peak signal-to-noise ratio (PSNR) results of different methods when the image data is corrupted by zero-mean Gaussian noise, and the highest PSNR values are marked in bold. The visual quality performance of all the methods is reported in Figs. 1 and 2. From these results, the following observations are made. First, the PSNR results of the proposed methods (TRWTANN and TRWTAR- $\ell_{p}$ ) and other five methods (SNN, Liu, SRALT $-\ell_{p}$, KBR, and TRPCA) indicate that TRWTANN and TRWTAR $-\ell_{p}$ achieve the best

[^2]denoising performance in most cases. Especially, for case of $\delta=15$, TRWTAR- $\ell_{p}$ even outperforms the five comparing methods by at least 1 dB on average PSNR. This illustrates the effectiveness of the methods based on the WTAR for handling Gaussian noise. Besides, the PSNR results of TRWTANN and TRWTAR- $\ell_{p}$ indicate that using the nonconvex surrogate strategy given in this article can improve the effectiveness of the original method (TRWTANN) significantly. In addition, from Figs. 1 and 2, it can be seen that the three tensor recovery methods based on $t$-product (including TRPCA, TRWTANN, and TRWTAR- $\ell_{p}$ ) retain more information and details about image, while the denoised images obtained by SNN and Liu appear some white stripes. For the remaining two methods including SRALT- $\ell_{p}$ and KBR, there are still some residual noise within the denoised image. This validates the effectiveness of the methods based on $t$-product.

## B. Zero-Mean Gaussian-Impulse Mixed Noise: Color Image Denoising

In this part, the proposed models are applied to image recovery, where the color image is contaminated by the mixture of zero-mean Gaussian noise $\mathcal{Z}_{0}$ and random valued impulse noise. Because the clean color image can be approximated by low-rank tensors, and the random valued impulse noise with density level $c$ can be regarded as sparse errors $\mathcal{S}_{0},{ }^{6}$ the noise can be removed from the color images $\mathcal{P}=\mathcal{L}_{0}+\mathcal{Z}_{0}+\mathcal{S}_{0}$ by all the seven methods (including SNN, Liu, SRALT- $\ell_{p}, \mathrm{KBR}$, TRPCA, TRWTANN, and TRWTAR $-\ell_{p}$ ). All the methods are tested on the testing


Fig. 1. Denoised results on "Peppers," $\delta=20$. (a) Noised image. (b) SNN. (c) Liu. (d) SRALT- $\ell_{p}$. (e) KBR. (f) TRPCA. (g) TRWTANN. (h) TRWTAR- $\ell_{p}$.


Fig. 2. Denoised results on "kodak image1," $\delta=30$. (a) Noised image. (b) SNN. (c) Liu. (d) SRALT- $\ell_{p}$. (e) KBR. (f) TRPCA. (g) TRWTANN. (h) TRWTAR- $\ell_{p}$.
image set that contains House, Lena, Peppers, F16, Baboon, and the $1-3$ th and 12 th images from the Kadak PhotoCD. Meanwhile, the noise is set to zero-mean Gaussian noise with standard deviations $\delta$ and random-valued impulse noise with density level $c$. Besides, in this experiment, $(\delta, c)$ is set to $(\delta, c)=\{(0,5 \%),(5,5 \%),(5,10 \%),(15,10 \%),(15,15 \%)$, and $(30,15 \%)\}$.

All the methods are evaluated by the PSNR value and visual results. From Table IV, it can be seen that the proposed methods (TRWTANN and TRWTAR- $\ell_{p}$ ) outperform SNN, Liu, SRALT $-\ell_{p}$, KBR, and TRPCA by a large margin in all cases on PSNR values. As shown in Figs. 3 and 4, the proposed methods retain more details in the denoised images. These results indicate the superiority of the proposed methods. The performance superiority is achieved by considering different tensor transpose operations in the progress of estimating the
latent low-rank tensor, which makes use of the information within the tensor data as much as possible. This illustrates that the new tensor rank (WTAR) given in this article (see Definition 14) is more reasonable in real applications than others.

## C. Zero-Mean Gaussian-Impulse Mixed Noise: Video Sequence Denoising

Similar to the case of color image denoising, video sequence denoising can also be regarded as a low-rank tensor recovery problem. In this case, each color frame of video is folded in the third dimension of the data tensor $\hat{\mathcal{L}}_{0} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3} \times 3}$ (corresponding to the color video with size of $n_{1} \times n_{2} \times n_{3} \times 3$ ) to obtain clean tensor data $\mathcal{L}_{0} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3} \times 3}$. Then, TRWTANN and TRWTAR $-\ell_{p}$ are compared with the other five methods

TABLE IV
Color Image Denoising Results (PSNR) by Different Methods

|  | $(\delta, c)=(0,5 \%)$ |  |  |  |  |  |  | $(\delta, c)=(5,5 \%)$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ |
| Baboon | 29.72 | 29.61 | 26.81 | 27.06 | 29.50 | 29.43 | 29.99 | 28.32 | 28.20 | 25.73 | 26.56 | 28.34 | 28.76 | 29.34 |
| F16 | 35.84 | 36.03 | 34.66 | 33.91 | 35.71 | 36.40 | 37.69 | 31.81 | 31.79 | 32.19 | 32.09 | 32.22 | 33.17 | 34.01 |
| House | 30.36 | 31.15 | 32.78 | 39.41 | 31.53 | 32.63 | 32.77 | 29.73 | 30.19 | 30.99 | 33.51 | 30.65 | 30.85 | 30.71 |
| Lena | 34.66 | 34.73 | 35.56 | 35.61 | 34.88 | 35.48 | 36.31 | 31.37 | 31.27 | 32.47 | 32.80 | 31.87 | 32.82 | 33.31 |
| Peppers | 33.09 | 33.21 | 33.56 | 33.15 | 32.62 | 33.58 | 34.40 | 30.68 | 30.61 | 29.68 | 31.38 | 30.69 | 31.46 | 31.92 |
| Kodak image 1 | 34.23 | 35.07 | 30.15 | 33.15 | 38.68 | 37.11 | 38.61 | 30.49 | 30.82 | 27.67 | 31.99 | 32.15 | 33.20 | 33.99 |
| Kodak image2 | 34.39 | 35.67 | 27.56 | 35.21 | 37.21 | 37.80 | 39.49 | 31.42 | 31.54 | 26.00 | 33.15 | 32.12 | 33.62 | 34.25 |
| Kodak image 3 | 35.37 | 35.69 | 30.35 | 35.87 | 35.99 | 37.40 | 38.96 | 31.41 | 31.55 | 27.71 | 33.38 | 31.91 | 33.45 | 34.06 |
| Kodak image 12 | 36.09 | 36.48 | 35.12 | 38.29 | 38.48 | 38.98 | 40.46 | 31.63 | 31.81 | 32.23 | 34.78 | 32.56 | 34.32 | 34.85 |
| Average | 33.86 | 34.48 | 31.84 | 34.63 | 34.96 | 35.42 | 36.52 | 30.76 | 30.86 | 29.41 | 32.18 | 31.39 | 32.41 | 32.94 |
|  | $(\delta, c)=(10,10 \%)$ |  |  |  |  |  |  | $(\delta, c)=(15,10 \%)$ |  |  |  |  |  |  |
|  | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ |
| Baboon | 23.23 | 23.16 | 20.48 | 24.46 | 22.74 | 23.95 | 25.26 | 22.67 | 22.57 | 23.04 | 23.15 | 22.21 | 23.41 | 23.55 |
| F16 | 26.97 | 26.72 | 22.43 | 28.21 | 26.50 | 27.67 | 28.89 | 25.92 | 25.73 | 24.96 | 25.67 | 25.65 | 26.84 | 26.85 |
| House | 23.24 | 24.03 | 23.40 | 26.87 | 24.58 | 24.97 | 26.06 | 22.77 | 23.51 | 24.56 | 24.30 | 23.92 | 24.55 | 24.13 |
| Lena | 27.14 | 27.09 | 24.24 | 28.60 | 27.11 | 28.00 | 29.04 | 26.08 | 25.96 | 26.32 | 26.16 | 26.05 | 27.14 | 27.22 |
| Peppers | 26.48 | 26.34 | 24.25 | 27.81 | 25.80 | 26.88 | 27.91 | 25.49 | 25.36 | 26.29 | 25.60 | 24.94 | 26.06 | 26.11 |
| Kodak image 1 | 26.66 | 26.50 | 23.85 | 27.88 | 27.37 | 27.87 | 28.78 | 25.25 | 25.23 | 25.85 | 25.61 | 25.93 | 26.12 | 26.65 |
| Kodak image2 | 28.21 | 28.24 | 27.23 | 29.22 | 28.37 | 29.34 | 29.44 | 26.56 | 26.74 | 26.02 | 26.88 | 27.05 | 27.49 | 27.50 |
| Kodak image3 | 28.03 | 28.10 | 26.55 | 29.23 | 27.98 | 29.05 | 29.30 | 26.31 | 26.52 | 26.66 | 26.81 | 26.63 | 27.15 | 27.30 |
| Kodak image 12 | 28.33 | 28.38 | 25.71 | 29.60 | 28.89 | 29.94 | 29.92 | 26.61 | 26.80 | 27.61 | 26.93 | 27.40 | 27.79 | 27.85 |
| Average | 26.48 | 26.51 | 24.24 | 27.99 | 26.59 | 27.52 | 28.29 | 25.30 | 25.38 | 25.70 | 25.68 | 25.53 | 26.28 | 26.35 |
|  | $(\delta, c)=(15,15 \%)$ |  |  |  |  |  |  | $(\delta, c)=(30,15 \%)$ |  |  |  |  |  |  |
|  | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ | SNN | Liu | SRALT- $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ |
| Baboon | 20.64 | 20.81 | 21.67 | 22.27 | 19.98 | 22.38 | 22.41 | 19.67 | 19.78 | 20.01 | 19.71 | 19.04 | 20.12 | 20.06 |
| F16 | 24.02 | 24.04 | 24.48 | 25.18 | 23.04 | 25.41 | 25.85 | 22.48 | 22.53 | 22.88 | 21.21 | 21.82 | 22.83 | 22.87 |
| House | 21.66 | 21.70 | 20.05 | 24.90 | 21.64 | 23.16 | 22.96 | 20.47 | 20.36 | 18.03 | 20.59 | 20.28 | 20.58 | 20.38 |
| Lena | 24.69 | 24.76 | 25.21 | 25.55 | 24.04 | 26.19 | 26.38 | 22.84 | 22.88 | 22.82 | 21.09 | 22.32 | 23.50 | 23.48 |
| Peppers | 23.89 | 23.95 | 23.98 | 24.71 | 22.73 | 25.04 | 25.29 | 22.12 | 22.14 | 22.01 | 21.01 | 21.10 | 22.36 | 22.48 |
| Kodak image1 | 24.40 | 24.46 | 25.49 | 25.02 | 24.19 | 25.59 | 25.94 | 22.65 | 22.67 | 23.06 | 21.11 | 22.56 | 23.09 | 23.14 |
| Kodak image2 | 26.74 | 26.74 | 26.03 | 26.44 | 26.23 | 26.86 | 27.36 | 24.65 | 24.62 | 24.13 | 22.00 | 24.73 | 24.68 | 24.84 |
| Kodak image3 | 26.39 | 26.28 | 25.52 | 26.18 | 25.49 | 26.58 | 27.10 | 23.98 | 23.85 | 22.92 | 22.07 | 23.69 | 24.15 | 24.30 |
| Kodak image12 | 26.84 | 26.83 | 27.06 | 26.22 | 26.55 | 27.17 | 27.82 | 24.61 | 24.61 | 24.49 | 21.92 | 24.75 | 24.79 | 24.99 |
| Average | 24.36 | 24.40 | 24.39 | 25.16 | 23.77 | 25.38 | 25.68 | 22.61 | 22.60 | 22.26 | 21.19 | 22.25 | 22.90 | 22.95 |

TABLE V
Results on Video Data With Gaussian Noise and Random-Valued Impulse Noise

| $(\delta, c)$ | Video sequence | SNN | Liu | SRALT $\ell_{p}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | templete | 23.24 | 24.12 | 23.88 | 24.09 | 24.26 | 25.05 | $\mathbf{2 5 . 1 8}$ |
|  | grandma | 28.07 | 29.98 | 31.20 | 32.32 | 32.07 | 32.55 | $\mathbf{3 2 . 7 4}$ |
|  | akiyo | 27.02 | 28.40 | 29.46 | 29.94 | 30.53 | 31.04 | $\mathbf{3 1 . 2 8}$ |
|  | bus | 23.20 | 22.81 | 20.94 | 20.58 | 23.45 | 24.52 | $\mathbf{2 4 . 7 5}$ |
|  | mobile | 21.07 | 21.46 | 20.39 | 18.01 | 21.48 | 22.73 | $\mathbf{2 3 . 0 3}$ |
|  | bridge-close | 27.06 | 28.52 | 29.75 | 31.09 | 30.78 | 31.17 | $\mathbf{3 1 . 3 1}$ |
|  | bridge-far | 30.87 | 31.89 | 33.49 | 35.36 | 34.82 | 35.06 | $\mathbf{3 5 . 7 7}$ |
|  | Average | 25.79 | 26.74 | 27.01 | 27.34 | 28.19 | 28.87 | $\mathbf{2 9 . 1 5}$ |
| $(10,20 \%)$ | templete | 19.71 | 20.67 | 20.85 | 20.66 | 21.09 | 21.44 | $\mathbf{2 1 . 5 2}$ |
|  | grandma | 25.44 | 26.71 | 28.21 | 28.72 | 28.42 | 28.77 | $\mathbf{2 9 . 2 7}$ |
|  | akiyo | 24.20 | 24.82 | 26.18 | 27.60 | 27.16 | 27.52 | $\mathbf{2 7 . 9 9}$ |
|  | bus | 19.51 | 20.44 | 19.73 | 19.95 | 21.41 | $\mathbf{2 1 . 8 5}$ | 21.73 |
|  | mobile | 17.88 | 18.52 | 18.64 | 17.39 | 21.15 | $\mathbf{2 0 . 8 4}$ | 20.18 |
|  | bridge-close | 24.88 | 25.92 | 28.07 | 29.43 | 28.59 | 29.00 | $\mathbf{2 9 . 6 8}$ |
|  | bridge-far | 28.19 | 28.84 | 31.97 | 32.21 | 31.48 | 31.52 | $\mathbf{3 2 . 5 9}$ |
|  | Average | 22.83 | 23.70 | 24.80 | 25.13 | 25.61 | 25.84 | $\mathbf{2 6 . 1 3}$ |

including SNN, Liu, SRALT $-\ell_{p}$, KBR, and TRPCA on the video sequences contaminated by mixed noise to demonstrate the effectiveness of the proposed model. In this experiment, $(\delta, c)$ is set to $(\delta, c)=\{(5,10 \%),(10,20 \%)\}$. Seven wildly used test videos are taken from the YUV Video Sequences to form the testing video set, ${ }^{7}$ including templete, grandma, akiyo, bus, mobile, bridge-close, and bridge-far. The size of each frame is $144 \times 176$, and only the first 30 frames of each video are chosen for testing.

All the methods are also evaluated by the PSNR value and visual results, and the evaluation results are listed in Table V and Figs. 5 and 6. From these results, the following observations can be obtained.

[^3]1) The methods based on $t$-product (including TRPCA, TRWTANN, and TRWTAR- $\ell_{p}$ ) obtains better results than other methods (including SNN, Liu, SRALT- $\ell_{p}$, and KBR) in the case of video denoising. As shown in Figs. 5 and 6 , the methods based on $t$-product retain more information of the video. This is because all the three methods based on $t$-product have a recovery guarantee. Also, they can find the low-rank subspace of tensor data more exactly and utilize the information within the real data more effectively than other low-rank tensor recovery methods under mixed noise.
2) The proposed methods (including TRWTANN and TRWTAR $-\ell_{p}$ ) are more effective than other comparing five methods. Especially, TRWTAR- $\ell_{p}$ outperforms other comparing methods by at least 0.5 dB on average PSNR value. This indicates that the proposed methods


Fig. 3. Denoised results on "F16"" $(\delta, c)=(15,10 \%)$. (a) Noised image. (b) SNN. (c) Liu. (d) SRALT- $\ell_{p}$. (e) KBR. (f) TRPCA. (g) TRWTANN. (h) TRWTAR- $\ell_{p}$.


Fig. 4. Denoised results on "Kodak image1," $(\delta, c)=(15,10 \%)$. (a) Noised image. (b) SNN. (c) Liu. (d) SRALT- $\ell_{p}$. (e) KBR. (f) TRPCA. (g) TRWTANN. (h) TRWTAR $-\ell_{p}$.
guarantee a more accurate low-rank recovery than other comparing methods, and they are more robust against noise and outliers. 3) In most cases, the results obtained by TRWTAR- $\ell_{p}$ are better than those obtained by TRWTANN, indicating the effectiveness of the general algorithm given in this article.

## D. Background Subtraction

In this part, the proposed models are applied to the background subtraction task that aims to separate the foreground objects from the background. The background of each frame of the video is static and similar, and it can be regarded as a lowrank tensor $\mathcal{L}_{0}$. Meanwhile, the moving foreground objects can be regarded as sparse noise $\mathcal{S}_{0}$, because they occupy only a
fraction of pixels in the video. Therefore, all the seven methods including SNN, Liu, SRALT- $\ell_{p}$, KBR, TRPCA, TRWTANN, and TRWTAR $-\ell_{p}$ are tested on the five video sequences ${ }^{8}$ to deal with the case of background subtraction.

To measure the background modeling output quantitatively, $S(A, B)=((A \bigcap B) /(A \bigcup B))$ is used to calculate the similarity between the estimated foreground regions and the ground truths. The quantitative results of different methods are listed in Table VI, and it can be seen that the proposed model achieves the best results. Also, the following observations can be made. First, TRPCA performs poorly in this experiment. This is because the exact recovery [12] and the

[^4]

Fig. 5. Denoised results on "bridge-close," $(\delta, c)=(10,20 \%)$. (a) Noised data. (b) SNN. (c) Liu. (d) SRALT- $\ell_{p}$. (e) KBR. (f) TRPCA. (g) TRWTANN. (h) TRWTAR- $\ell_{p}$.
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(e)
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Fig. 6. Denoised results on "akiyo," $(\delta, c)=(10,20 \%)$. (a) Noised data. (b) SNN. (c) Liu. (d) SRALT- $\ell_{p}$. (e) KBR. (f) TRPCA. (g) TRWTANN. (h) TRWTAR- $\ell_{p}$.

TABLE VI
Background Subtraction Results of Different Methods

| Video Clip | SNN | Liu | ${\text { SRALT }-\ell_{p}}$ | KBR | TRPCA | TRWTANN | TRWTAR- $\ell_{p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Airport | 0.2632 | 0.2787 | 0.3485 | 0.0859 | 0.1972 | 0.3770 | $\mathbf{0 . 3 8 3 7}$ |
| Hall | 0.4258 | 0.5440 | 0.5408 | $\mathbf{0 . 5 5 4 8}$ | 0.4412 | 0.5534 | 0.5492 |
| Office | 0.3158 | 0.5278 | 0.5081 | $\mathbf{0 . 5 7 6 3}$ | 0.1874 | 0.5552 | 0.5736 |
| Pedestrian | 0.2957 | $\mathbf{0 . 4 8 8 2}$ | 0.4661 | 0.4124 | 0.3177 | 0.4554 | 0.4546 |
| Smoke | 0.1138 | $\mathbf{0 . 6 2 4 9}$ | 0.6063 | 0.5160 | 0.0233 | 0.5515 | 0.5881 |
| Average | 0.2829 | 0.4927 | 0.4940 | 0.4291 | 0.2334 | 0.4985 | $\mathbf{0 . 5 0 9 8}$ |

stable recovery of TRPCA require that the support $\Omega$ of the true latent sparse tensor is uniformly distributed. However, this condition is not met in the background subtraction application because the moving foreground objects are composed of several contiguous regions. The proposed methods (TRWTANN
and TRWTAR- $\ell_{p}$ ) can fix this problem well. This is because they consider different transpose operators to make use of the information within the tensor data effectively, and they perform stably against the outliers. In addition, it should be noted that Liu needs some additional effort to tune the
weighted parameters empirically. By contrast, in our methods, all of $\alpha_{k}(1 \leq k \leq 3)$ are set to $(1 / 3)$ so that the proposed methods can be applied to real applications more easily.

## VII. Conclusion and Future Work

In this work, TVTR is discussed at first. It is discovered that if different transpose operators are performed on the observation tensor, different results will be obtained by the tensor recovery algorithm with TVTR property. To solve this issue, TRWTANN is taken to study the resulting tensor by a series of transpose operators on the observation stensor, and the information within the tensor data is utilized more effectively. Besides, to balance the solvability and effectiveness of TRWTANN, the nonconvex version (10) of TRWTANN, i.e., TRWTAR- $\ell_{p}$, is investigated. Then, the worst case error bounds of the recovered tensor are given, and a nonconvex optimization algorithm based on generalized tensor singular value thresholding (GTSVT) is designed to solve the proposed model (12) and its nonconvex version (10). The experimental results validate the effectiveness of the proposed methods.

The existing definition of tensor product-based tensor rank is limited to the order of 3 . However, it is unreasonable since lots of data have more than three orders of tensor such as color video. This issue will be solved in our future work.

## APPENDIX

## A. Proof of Theorem 4

Lemma 1 [36]: Let $w_{1}, w_{2}, \ldots, w_{n}$ be $n$ positive numbers such that $\sum_{k=1}^{n} w_{k}=1$. Then, for any real numbers $s$ and $t$ such that $0<s<t<\infty$, and for any $a_{1}, \ldots, a_{n} \geq 0$, we have

$$
\begin{equation*}
\left(\sum_{k=1}^{n} w_{k} a_{k}^{s}\right)^{\frac{1}{s}} \leq\left(\sum_{k=1}^{n} w_{k} a_{k}^{t}\right)^{\frac{1}{t}} \tag{24}
\end{equation*}
$$

if and only if $a_{1}=a_{2}=\cdots=a_{n}$.
Theorem 4: Let $\left(\mathcal{L}_{0}, \mathcal{S}_{0}\right)$ be the pair of true lowrank and sparse tensors, and $\mathcal{L}^{*}$ be the solution to the optimization problem (11). If the average of the entries of the sparse component $\mathcal{S}_{0}$ is bounded by $T$, and the cardinality of the support $\mathcal{S}_{0}$ is bounded by $m$, then $\operatorname{Err}\left(\mathcal{L}^{*}\right)=\left(\left(\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{F}\right) / M\right) \leq$ $\sqrt[p]{\left(\left(2 m T^{p}+\left((2 \delta)^{p} /\left(M^{(p / 2)-1}\right)\right)\right) /\left(M^{p}(1-(1 / \lambda))\right)\right)}$, where $\lambda>1, M=\prod_{k=1}^{3} n_{k}$. Remark $n^{(1)}=n_{2}, n^{(2)}=n_{1}$, and $n^{(3)}=n_{3}$.

Proof: Let $\left(\mathcal{L}^{*}, \mathcal{S}^{*}\right)$ be the optimal solution of (11), $\mathcal{Z}^{*}=$ $\mathcal{P}-\mathcal{S}^{*}-\mathcal{L}^{*}$, and $\mathcal{Z}_{0}=\mathcal{P}-\mathcal{S}_{0}-\mathcal{L}_{0}$. By optimality, we have

$$
\begin{align*}
\left\|\mathcal{L}^{*}\right\|_{p, \mathrm{wa}}^{p}+\lambda \| \mathcal{P}- & \mathcal{Z}^{*}-\mathcal{L}^{*} \|_{p, p}^{p} \\
& \leq\left\|\mathcal{L}_{0}\right\|_{p, \mathrm{wa}}^{p}+\lambda\left\|\mathcal{P}-\mathcal{Z}_{0}-\mathcal{L}_{0}\right\|_{p, p}^{p} \tag{25}
\end{align*}
$$

Next, recall that a function $f(\cdot)$ is sub-additive if $f(x+y) \leq$ $f(x)+f(y)$. According to the result in [37], a concave function $f:[0, \infty) \rightarrow[0, \infty)$ with $f(0) \geq 0$ is sub-additive. Thus, for $0<p<1, f(x)=|x|^{p}$ is concave $(x$ is a scalar here), $|x|^{p}$ is a sub-additive function. Since the sum of subadditive functions is sub-additive, $f(x)=\|x\|_{p}^{p}, x \in \mathbb{R}^{n}$ is
also sub-additive, thereby implying $\|x\|_{p}^{p}-\|y\|_{p}^{p} \leq\|x-y\|_{p}^{p}$. Consequently, (25) implies that

$$
\begin{align*}
\| \mathcal{P} & -\mathcal{Z}^{*}-\mathcal{L}^{*} \|_{p, p}^{p} \\
& \leq \frac{1}{\lambda}\left(\left\|\mathcal{L}_{0}\right\|_{p, \text { wa }}^{p}-\left\|\mathcal{L}^{*}\right\|_{p, \text { wa }}^{p}\right)+\left\|\mathcal{P}-\mathcal{Z}_{0}-\mathcal{L}_{0}\right\|_{p, p}^{p} \\
& \leq \frac{1}{\lambda}\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{p, \text { wa }}^{p}+\left\|\mathcal{P}-\mathcal{Z}_{0}-\mathcal{L}_{0}\right\|_{p, p}^{p} \tag{26}
\end{align*}
$$

where the last inequality is derived from the linearity property in the definition of $\|\cdot\|_{p, \text { wa }}^{p}$ on tensors. Based on this inequality, $\left\|\mathcal{L}^{*}-\mathcal{L}_{0}\right\|_{p, p}^{p}$ can be bounded as follows:

$$
\begin{align*}
& \left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{p, p}^{p} \\
& \leq\left\|\mathcal{P}-\mathcal{Z}^{*}-\mathcal{L}^{*}\right\|_{p, p}^{p}+\left\|\mathcal{P}-\mathcal{Z}^{*}-\mathcal{L}_{0}\right\|_{p, p}^{p} \\
& \leq\left\|\mathcal{P}-\mathcal{Z}^{*}-\mathcal{L}^{*}\right\|_{p, p}^{p}+\left\|\mathcal{P}-\mathcal{Z}_{0}-\mathcal{L}_{0}\right\|_{p, p}^{p}+\left\|\mathcal{Z}^{*}-\mathcal{Z}_{0}\right\|_{p, p}^{p} \\
& \leq \frac{1}{\lambda}\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{p, \text { wa }}^{p}+2\left\|\mathcal{P}-\mathcal{Z}_{0}-\mathcal{L}_{0}\right\|_{p, p}^{p}+\left\|\mathcal{Z}^{*}-\mathcal{Z}_{0}\right\|_{p, p}^{p} \\
& =\frac{1}{\lambda} \sum_{k=1}^{3} \frac{\alpha_{k}}{n^{(k)}}\left(\sum_{i=1}^{r_{k}}\left(\sigma_{i}^{(k)}\right)^{p}\right)+2\left\|\mathcal{P}-\mathcal{Z}_{0}-\mathcal{L}_{0}\right\|_{p, p}^{p} \\
& \quad+\left\|\mathcal{Z}^{*}-\mathcal{Z}_{0}\right\|_{p, p}^{p} \tag{27}
\end{align*}
$$

where the third inequality is derived from substituting the inequality (26) into the current inequality; $r_{k}$ is the rank of the matrix $\operatorname{bcirc}\left(\left(\mathcal{L}_{0}-\mathcal{L}^{*}\right)^{T_{k}}\right)$, and $\sigma_{1}^{(k)}, \sigma_{2}^{(k)}, \ldots, \sigma_{r_{k}}^{(k)}$ are the $r_{k}$ singular values of the matrix $\operatorname{bcirc}\left(\left(\mathcal{L}_{0}-\mathcal{L}^{*}\right)^{T_{k}}\right)$.

Since $\left\|Z_{0}\right\|_{F} \leq \delta$ and $\left\|Z^{*}\right\|_{F} \leq \delta,\left\|Z_{0}-Z^{*}\right\|_{F} \leq 2 \delta$. According to Lemma 1 and setting $w_{j}=(1 / M), \forall j=$ $1, \ldots, M$, we have

$$
\left\|\mathcal{Z}^{*}-\mathcal{Z}_{0}\right\|_{p, p}^{p} \leq M\left(\frac{\left\|Z^{*}-Z_{0}\right\|_{F}}{\sqrt{M}}\right)^{p} \leq \frac{(2 \delta)^{p}}{M^{\frac{p}{2}-1}}
$$

By Lemma 1 , and setting $w_{j}=\left(1 / r_{k}\right), \forall j=1, \ldots, r_{k}$, we have

$$
\begin{align*}
& \frac{\left(\sigma_{1}^{(k)}\right)^{p}+\left(\sigma_{2}^{(k)}\right)^{p}+\cdots+\left(\sigma_{r_{k}}^{(k)}\right)^{p}}{r_{k}} \\
& \quad \leq\left(\sqrt{\frac{\left(\sigma_{1}^{(k)}\right)^{2}+\left(\sigma_{2}^{(k)}\right)^{2}+\cdots+\left(\sigma_{r_{k}}^{(k)}\right)^{2}}{r_{k}}}\right)^{p} \tag{28}
\end{align*}
$$

thereby leading to

$$
\begin{align*}
\sum_{i=1}^{r_{k}}\left(\sigma_{i}^{(k)}\right)^{p} & \leq r_{k}^{1-\frac{p}{2}}\left(\sum_{i=1}^{r_{k}}\left(\sigma_{i}^{(k)}\right)^{2}\right)^{\frac{p}{2}} \\
& =r_{k}^{1-\frac{p}{2}}\left\|\operatorname{bcirc}\left(\left(\mathcal{L}_{0}-\mathcal{L}^{*}\right)^{T_{k}}\right)\right\|_{F}^{p} \\
& =r_{k}^{1-\frac{p}{2}}\left(n^{(k)}\right)^{\frac{p}{2}}\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{F}^{p} \tag{29}
\end{align*}
$$

Applying this inequality to the final line in (27) results in

$$
\begin{align*}
&\left\|\mathcal{L}^{*}-\mathcal{L}_{0}\right\|_{p, p}^{p} \leq \frac{1}{\lambda} \sum_{k=1}^{3} \frac{\alpha_{k}}{\left(n^{(k)}\right)^{1-\frac{p}{2}}} r_{k}^{1-\frac{p}{2}}\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{F}^{p} \\
&+2 m T^{p}+\frac{(2 \delta)^{p}}{M^{\frac{p}{2}-1}} \tag{30}
\end{align*}
$$

Since $\left\|\mathcal{P}-\mathcal{Z}_{0}-\mathcal{L}_{0}\right\|_{p, p}^{p}=\left\|\mathcal{S}_{0}\right\|_{p, p}^{p} \leq m T^{p}$, according to the generalized power-mean inequality in Lemma 1 (by setting
$s=p, t=1$ ), we have

$$
\begin{equation*}
\left(\frac{\left\|\mathcal{S}_{0}\right\|_{p, p}^{p}}{m}\right)^{\frac{1}{p}} \leq \frac{\left\|\mathcal{S}_{0}\right\|_{1,1}^{1}}{m} \leq T \tag{31}
\end{equation*}
$$

Next, we show that $\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{F}^{p} \leq\left\|\mathcal{L}^{*}-\mathcal{L}_{0}\right\|_{p, p}^{p}$. Denoting $\mathcal{L}=\mathcal{L}_{0}-\mathcal{L}^{*}$ and based on the fact that $\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{F} \leq$ $\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{1}$, we have

$$
\begin{align*}
\|\mathcal{L}\|_{F} & =\sqrt{\sum_{i_{1}, i_{2}, i_{3}} \mathcal{L}_{i_{1} i_{2} i_{3}}^{2}} \leq \sum_{i_{1}, i_{2}, i_{3}}\left|\mathcal{L}_{i_{1} i_{2} i_{3}}\right| \\
& =\left(\left(\sum_{i_{1}, i_{2}, i_{3}}\left|\mathcal{L}_{i_{1} i_{2} i_{3}}\right|\right)^{p}\right)^{\frac{1}{p}} \leq\left(\sum_{i_{1}, i_{2}, i_{3}}\left|\mathcal{L}_{i_{1} i_{2} i_{3}}\right|^{p}\right)^{\frac{1}{p}} \\
& =\|\mathcal{L}\|_{p, p} \tag{32}
\end{align*}
$$

where the second inequality is derived from the fact that $f(x)=x^{p}(0<p<1)$ is a sub-additive function. Raising both sides to the power of $p$ yields $\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{F}^{p} \leq \| \mathcal{L}^{*}-$ $\mathcal{L}_{0} \|_{p, p}^{p}$. Combining this inequality with (30), we have

$$
\begin{align*}
\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{F}^{p} \leq \frac{1}{\lambda} \sum_{k=1}^{3} \frac{\alpha_{k}}{\left(n^{(k)}\right)^{1-\frac{p}{2}}} r_{k}^{1-\frac{p}{2}} & \left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{F}^{p} \\
& +2 m T^{p}+\frac{(2 \delta)^{p}}{M^{\frac{p}{2}-1}} \tag{33}
\end{align*}
$$

Rearranging the terms, we have $\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{F}^{p} \leq\left(\left(2 m T^{p}+\right.\right.$ $\left.\left((2 \delta)^{p} /\left(M^{(p / 2)-1}\right)\right)\right) /\left(1-(1 / \lambda) \sum_{k=1}^{3}\left(\alpha_{k} /\left(\left(n^{(k)}\right)^{1-(p / 2)}\right)\right)\right.$ $\left.\left.r_{k}^{1-(p / 2)}\right)\right) \leq\left(\left(2 m T^{p}+\left((2 \delta)^{p} /\left(M^{(p / 2)-1}\right)\right)\right) /\left(1-(1 / \lambda) \sum_{k=1}^{3}\right.\right.$ $\left.\left.\left(\alpha_{k} /\left(\left(n^{(k)}\right)^{1-(p / 2)}\right)\right)\left(n^{(k)}\right)^{1-(p / 2)}\right)\right)$ (since $r_{k} \leq n^{(k)}$ and $1-(p / 2)>0)$, and therefore

$$
\begin{equation*}
\left\|\mathcal{L}_{0}-\mathcal{L}^{*}\right\|_{F} \leq \sqrt[p]{\frac{2 m T^{p}+\frac{(2 \delta)^{p}}{M^{p}-1}}{1-\frac{1}{\lambda}}} \tag{34}
\end{equation*}
$$

provided that $\lambda>1$.

## B. Proof of Theorem 5

Lemma 2 [38]: Given any real vector $v \in \mathbb{R}^{n}$, the associated $\bar{v}=F_{n} v \in \mathbb{C}^{n}$ satisfies

$$
\begin{equation*}
\bar{v}_{1} \in \mathbb{R} \quad \text { and } \quad \operatorname{Conj}\left(\bar{v}_{i}\right)=\bar{v}_{n-i+2}, \quad i=2, \ldots,\left\lfloor\frac{n+1}{2}\right\rfloor . \tag{35}
\end{equation*}
$$

Conversely, for any given complex $\bar{v} \in \mathbb{C}^{n}$ that satisfies (35), there exists a real block circulant matrix $\operatorname{circ}(v)$ such that $F_{n} \operatorname{circ}(v) F_{n}^{-1}=\operatorname{Diag}(\bar{v})$ holds.

Lemma 3 [39], [40]: For any matrices $A, B \in \mathbb{C}^{m \times n}(m \leq$ $n), \operatorname{Re}\left(\operatorname{tr}\left(A B^{*}\right)\right) \leq \Sigma_{i=1}^{m} \sigma_{i}(A) \sigma_{i}(B)$, where $\sigma_{1}(A) \geq \sigma_{2}(A) \geq$ $\cdots \geq 0$ and $\sigma_{1}(B) \geq \sigma_{2}(B) \geq \cdots \geq 0$ are the singular values of $A$ and $B$, respectively. The equality holds if and only if there exist unitary matrices $U$ and $V$ such that $A=U \operatorname{diag}(\sigma(A)) V^{*}$ and $B=U \operatorname{diag}(\sigma(B)) V^{*}$ are the SVDs of $A$ and $B$.

Lemma 4 [41]: For any lower bounded function $g, p_{1}^{*} \geq$ $p_{2}^{*}$ if $x_{1} \geq x_{2}$ for any $p_{i}^{*} \in \operatorname{prox}_{\lambda, g}\left(x_{i}\right), i=1,2$, where $\operatorname{prox}_{\lambda, g}(y)=\arg \min _{x \in \mathbb{R}}(1 / 2)(y-x)^{2^{2}}+\lambda g(|x|)$.

Lemma 5: For any two tensors $\overline{\mathcal{A}}, \overline{\mathcal{B}} \in\{\overline{\mathcal{M}} \in$ $\mathbb{C}^{n_{1} \times n_{2} \times n_{3}} \mid \bar{M}^{(1)} \in \mathbb{R}^{n_{1} \times n_{2}} ; \operatorname{Conj}\left(\bar{M}^{(i)}\right)=\bar{M}^{\left(n_{3}-i+2\right)}, i=$ $\left.2, \ldots,\left\lfloor\left(\left(n_{3}+1\right) / 2\right)\right\rfloor.\right\}$, then $\operatorname{Im}(\langle\operatorname{bdiag}(\overline{\mathcal{A}}), \operatorname{bdiag}(\overline{\mathcal{B}})\rangle)=0$.

Proof: According to Lemma 2, there exist two real block circulant matrices $\operatorname{bcirc}(\mathcal{A})$ and $\operatorname{bcirc}(\mathcal{B})$ such that $\operatorname{bdiag}(\overline{\mathcal{A}})=$ $\left(F_{n_{3}} \otimes I_{n_{1}}\right) \cdot \operatorname{bcirc}(\mathcal{A}) \cdot\left(F_{n_{3}}^{-1} \otimes I_{n_{2}}\right)$ and $\operatorname{bdiag}(\overline{\mathcal{B}})=\left(F_{n_{3}} \otimes\right.$ $\left.I_{n_{1}}\right) \cdot \operatorname{bcirc}(\mathcal{B}) \cdot\left(F_{n_{3}}^{-1} \otimes I_{n_{2}}\right)$. Thus $\operatorname{Im}(\langle\operatorname{bdiag}(\overline{\mathcal{A}}), \operatorname{bdiag}(\overline{\mathcal{B}})\rangle)=$ $\operatorname{Im}(\langle\operatorname{bcirc}(\mathcal{A}), \operatorname{bcirc}(\mathcal{B})\rangle)=0$.

Lemma 6: Let $g: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$be a function such that for $x \in \mathbb{R}, g(|x|) \geq 0$, and $g(0)=0$. Let $Y=U \operatorname{diag}(\sigma(Y)) V^{*}$ be the SVD of $Y \in \mathbb{C}^{m \times n}$, then

$$
\begin{array}{r}
\arg \min _{\operatorname{Im}(\langle X, Y\rangle)=0, X \in \mathbb{C}^{m \times n}}
\end{array} \frac{1}{2}\|Y-X\|_{F}^{2}+\lambda \sum_{i=1}^{\min (m, n)} g\left(\sigma_{i}(X)\right), ~=\left\{U \Sigma V^{*} \mid \Sigma \in \operatorname{diag}\left(\mathcal{T}_{g}(\sigma(Y), \lambda)\right)\right\}
$$

where, for $\mathrm{y} \in \mathbb{R}^{h}$

$$
\mathcal{T}_{g}(\mathrm{y}, \lambda)=\arg \min _{\mathrm{X} \in \mathbb{R}^{h}} \frac{1}{2}\|\mathrm{y}-\mathrm{x}\|_{F}^{2}+\lambda \sum_{i=1}^{h} g\left(\left|\mathrm{x}_{i}\right|\right)
$$

Proof: For the convenience of discussion, remark that
$\mathbf{A}=\arg \min _{\operatorname{Im}(\langle X, Y\rangle)=0, X \in \mathbb{C}^{m \times n}} \frac{1}{2}\|Y-X\|_{F}^{2}+\lambda \sum_{i=1}^{\min (m, n)} g\left(\sigma_{i}(X)\right)$
and $\mathbf{B}=\left\{U \Sigma V^{*} \mid \Sigma \in \operatorname{diag}\left(\mathcal{T}_{g}(\sigma(Y), \lambda)\right)\right\}$.
For any two complex matrices $X$ and $Y$ that satisfy $\operatorname{Im}(\langle X, Y\rangle)=0$, we have

$$
\begin{align*}
\|Y-X\|_{F}^{2} & =\|X\|_{F}^{2}+\|Y\|_{F}^{2}-2 \operatorname{tr}\left(X Y^{*}\right) \\
& =\|X\|_{F}^{2}+\|Y\|_{F}^{2}-2 \operatorname{Re}\left(\operatorname{tr}\left(X Y^{*}\right)\right) \\
& \geq\|\sigma(X)\|_{2}^{2}+\|\sigma(Y)\|_{2}^{2}-2 \Sigma_{i=1}^{\min (m, n)} \sigma_{i}(X) \sigma_{i}(Y) \\
& =\|\sigma(X)-\sigma(Y)\|_{2}^{2} \tag{37}
\end{align*}
$$

According to Lemma 3, the equality (37) holds if $U$ and $V$ are left singular value vector matrix and right singular value vector matrix of $X$, respectively. In this case, the optimal problem (36) reduces to

$$
\begin{equation*}
\arg \min _{\mathrm{X}: \mathrm{X}_{1} \geq \cdots \geq \mathrm{X}_{\min (m, n)} \geq 0} \sum_{i=1}^{\min (m, n)}\left(\lambda g\left(\left|\mathrm{x}_{i}\right|\right)+\frac{1}{2}\left(\mathrm{x}_{i}-\sigma_{i}(Y)\right)^{2}\right) . \tag{38}
\end{equation*}
$$

Since $\sigma_{1}(Y) \geq \sigma_{2}(Y) \geq \cdots \geq \sigma_{\min (m, n)}(Y)$, according to Lemma 4, there exits $\hat{\mathrm{x}} \in \mathcal{T}_{g}(\sigma(Y), \lambda)$ such that $\hat{\mathrm{x}}_{1} \geq \hat{\mathrm{x}}_{2} \cdots \geq$ $\hat{\mathrm{x}}_{\min (m, n)}$. Such a choice of $U \operatorname{diag}(\hat{\mathrm{x}}) V^{*}$ is an optimal solution of (36), so $\mathbf{A} \supseteq \mathbf{B}$ holds. $\mathbf{A} \subseteq \mathbf{B}$ is proven as follows.

If there $\hat{X}$ belongs to $\mathbf{A}$ but not belongs to $\mathbf{B}$, then according to Lemma 3, we have $(1 / 2)\|Y-\hat{X}\|_{F}^{2}+\lambda \sum_{i=1}^{\min (m, n)} g\left(\sigma_{i}(\hat{X})\right)>$ $(1 / 2)\|\sigma(Y)-\sigma(\hat{X})\|_{2}^{2}+\lambda \sum_{i=1}^{\min (m, n)} g\left(\sigma_{i}(\hat{X})\right)=$ $(1 / 2)\left\|Y-U \operatorname{diag}(\sigma(\hat{X})) V^{*}\right\|_{F}^{2}+\lambda \sum_{i=1}^{\min (m, n)} g\left(\sigma_{i}(\hat{X})\right)$. Note that $\operatorname{Im}\left(\left\langle U \operatorname{diag}(\sigma(\hat{X})) V^{*}, Y\right\rangle\right)=0$, so the following expression is a contradiction to $\hat{X} \in \mathbf{A}$ :

$$
\begin{aligned}
& \frac{1}{2}\|Y-\hat{X}\|_{F}^{2}+\lambda \sum_{i=1}^{\min (m, n)} g\left(\sigma_{i}(\hat{X})\right) \\
& \quad>\min _{\operatorname{Im}((X, Y\rangle)=0, X \in \mathbb{C}^{m \times n}} \frac{1}{2}\|Y-X\|_{F}^{2}+\lambda \sum_{i=1}^{\min (m, n)} g\left(\sigma_{i}(X)\right)
\end{aligned}
$$

Therefore, $\mathbf{A}=\mathbf{B}$.

The following definitions are given before the proof of Theorem 5 is presented.

1) $\mathbf{M}=\left\{\operatorname{bdiag}(\overline{\mathcal{M}}) \mid \overline{\mathcal{M}} \in \mathbb{C}^{n_{1} \times n_{2} \times n_{3}}, \bar{M}^{(1)}\right.$ $\mathbb{R}^{n_{1} \times n_{2}} \cdot \operatorname{Conj}\left(\bar{M}^{(i)}\right)=\bar{M}^{\left(n_{3}-i+2\right)}, i=$ $\left.2, \ldots,\left\lfloor\left(\left(n_{3}+1\right) / 2\right)\right\rfloor\right\}$.
2) Let $\mathcal{S}_{\lambda, g}, \overline{\mathcal{S}}_{\lambda, g} \in \mathbb{R}^{r \times r \times n_{3}}, \bar{S}_{\lambda, g}^{(i)}=\mathcal{T}_{g}\left(\bar{S}^{(i)}, \lambda\right)$ and $\bar{S}_{\lambda, g}=$ $\operatorname{bdiag}\left(\overline{\mathcal{S}}_{\lambda, g}\right)=\left(F_{n_{3}} \otimes I_{r}\right) \cdot \operatorname{bcirc}\left(\mathcal{S}_{\lambda, g}\right) \cdot\left(F_{n_{3}}^{-1} \otimes I_{r}\right)$.
Theorem 5: For any $\lambda>0$ and $\mathcal{Y} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}$, if $g$ is increasing on $[0,+\infty)$, then the tensor singular value thresholding operator obeys

$$
\begin{equation*}
\mathcal{D}_{g}(\mathcal{Y}, \lambda) \in \arg \min _{\mathcal{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}} \lambda\|\mathcal{X}\|_{*, a}^{g}+\frac{1}{2}\|\mathcal{Y}-\mathcal{X}\|_{F}^{2} . \tag{39}
\end{equation*}
$$

Proof: It is shown first that $\mathcal{D}_{g}(\mathcal{Y}, \lambda)$ is a real tensor. Assume $\mathcal{U} *_{t} \mathcal{S} *_{t} \mathcal{V}^{*}$ is the $t$-SVD of $\mathcal{Y}$. Then, according to Theorem $1, \mathcal{U}$ and $\mathcal{V}$ are real. Since $\overline{\mathcal{S}}$ is real, and $\bar{S} \in \mathbf{M}$, we have $\bar{S}_{\lambda, g} \in \mathbf{M}$. According to Lemma 2, there exists a real black circulant matrix $\operatorname{bcirc}\left(\mathcal{S}_{\lambda, g}\right)$ such that $\bar{S}_{\lambda, g}=\left(F_{n_{3}} \otimes I_{r}\right)$. $\operatorname{bcirc}\left(\mathcal{S}_{\lambda, g}\right) \cdot\left(F_{n_{3}}^{-1} \otimes I_{r}\right)$. Therefore, $\mathcal{D}_{g}(\mathcal{Y}, \lambda)=\mathcal{U} *_{t} \mathcal{S}_{\lambda, g} *_{t} \mathcal{V}^{*}$ is real.

According to the definition of $\mathcal{D}_{g}(\mathcal{Y}, \lambda)$ and Lemma 6, $\left(F_{n_{3}} \otimes I_{n_{1}}\right) \cdot \operatorname{bcirc}\left(\mathcal{D}_{g}(\mathcal{Y}, \lambda)\right) \cdot\left({\stackrel{F}{n_{3}}}_{-1}^{\mathcal{Y}} \otimes I_{n_{2}}\right) \in$ $\arg \min _{\operatorname{Im}(\langle X, \bar{Y}\rangle)=0}(1 / 2)\|\bar{Y}-X\|_{F}^{2}+\lambda \sum_{i=1}^{\min \left(n_{1}, n_{2}\right) n_{3}} g\left(\sigma_{i}(X)\right)$. On the other hand, since $\left(F_{n_{3}} \otimes I_{n_{1}}\right) \cdot \operatorname{bcirc}\left(\mathcal{D}_{g}(\mathcal{Y}, \lambda)\right)$. $\left(F_{n_{3}}^{-1} \otimes I_{n_{2}}\right) \quad \in \mathbf{M}, \quad\left(F_{n_{3}} \otimes I_{n_{1}}\right) \cdot \operatorname{bcirc}\left(\mathcal{D}_{g}(\mathcal{Y}, \lambda)\right)$. $\left(F_{n_{3}}^{-1} \otimes I_{n_{2}}\right) \in \arg \min _{\operatorname{Im}(\langle X, \bar{Y}\rangle)=0, X \in \mathbf{M}}(1 / 2)\|\bar{Y}-X\|_{F}^{2}+$ $\lambda \sum_{i=1}^{\min \left(n_{1}, n_{2}\right) n_{3}} g\left(\sigma_{i}(X)\right)=\arg \min _{X \in \mathbf{M}}(1 / 2)\|\bar{Y}-X\|_{F}^{2}+$ $\lambda \sum_{i=1}^{\min \left(n_{1}, n_{2}\right) n_{3}} g\left(\sigma_{i}(X)\right)$, where the second equation holds according to Lemma 5 (Note that $\bar{Y} \in \mathbf{M}$ ). Therefore, $\mathcal{D}_{g}(\mathcal{Y}, \lambda) \in \arg \min _{\mathcal{X} \in \mathbb{R}^{n_{1} \times n_{2} \times n_{3}}} \lambda\|\mathcal{X}\|_{*, a}^{g}+(1 / 2)\|\mathcal{Y}-\mathcal{X}\|_{F}^{2}$.
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