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Imaging is the foundational tool for scientists to observe and

understand the world. It has served as the basis for scien-

tific discoveries over human history. In recent years, with

the rapid advancement of artificial intelligence and comput-

ing technologies, a new interdisciplinary field, computational

imaging, has emerged and developed. By jointly optimizing

imaging hardware and processing algorithms, computational

imaging continuously breaks through the physical limits of

traditional imaging systems in aspects such as resolution,

dimension, contrast, and throughput. For instance, lever-

aging radio interferometry and compressed sensing recon-

struction, the Event Horizon Telescope (EHT) Collabora-

tion program successfully achieved a significant milestone

by capturing the first photo of a black hole [1], providing

important imaging support for Einstein’s theory of general

relativity. Adopting 3D reconstruction to the imaging pro-

cess, the single-particle cryo-electron microscopy (cryo-EM)

technique [2] substantially improves the precision of biolog-

ical macromolecule structural analysis and provides a pow-

erful tool for biology and drug design. Integrating advanced

neural representations with transient imaging techniques fa-

cilitates nanosecond time-scale reconstruction, which allows

for the recording of the photo propagation process, captur-

ing the journey of light with unprecedented speed and accu-

racy. These computational imaging technologies bring new

capabilities and significant potentials to scientific discover-

ies.

However, current imaging technology still faces severe

challenges in observing phenomena with weak, transient sig-

nals that occur in vast spaces but are localized, emerge and

develop rapidly, or vanish in a flash. We refer to this kind

of phenomena as spatiotemporally ultrasensitive phenom-

ena (SUP). Numerous scientifically significant phenomena

fall into this category, including the operation of organelles

and the transmission of biological signals within cells, super-

novae and fast radio bursts in the cosmos, transient move-

ments of animals or humans caused by neural activities, and

rapidly evolving physical phenomena such as turbulence and

explosions. These SUP, occurring across multiple scales, ne-

cessitate observation methods with ultra-high temporal and

spatial resolution, the ability of continuous and real-time

tracking, and precision in capturing rich dynamic details.

Existing imaging and computing systems are incapable

of fulfilling these requirements. The major challenges are

three folds:

• Slow to respond. Current imaging technologies typi-

cally operate passively to the changes of dynamic targets,

relying heavily on human expertise in their deployment and

parameter control. Limited by the cost and capabilities of

sensing equipment, these imaging systems often struggle to

keep up with SUP by timely deploying the rightful imaging

devices and tuning the most suitable parameters. This re-

sults in low-quality imaging outcomes, significantly hamper-

ing scientific discovery. Therefore, there is an urgent need to

design an end-to-end imaging system capable of predicting

the emergence and evolution of SUP and proactively adjust-

ing the imaging systems for capturing the phenomena with

the highest fidelity.

• Hard to register. To capture SUP, it typically involves

heterogeneous and multi-source signals, governed by vari-

ous physical principles and processes. The resulting imaging

data are multimodal in nature and scattered across multiple

spatial/temporal regions/ranges. Therefore, fusing (regis-

tering) all these signals to form (reconstruct) a complete

picture of the phenomena is extremely difficult. Therefore,

there is an urgent need for data fusion, for which a coherent

and precise physical modeling of the target phenomena is

needed. This model needs to be differentiable to facilitate

the proactive imaging approach, aided by efficient event pre-

diction, capturing, and data fusion.

• Difficult to comprehend. SUP are typically governed

by multiple, yet interconnected mechanisms with complex

causal relationships. Existing machine learning methods

lack the generality required to adapt to various SUP, to

dissect their underlying principles, to further discover new

sciences. Therefore, there is an urgent need for learning al-

gorithms that can cater to dynamic phenomena. This means

developing new learning algorithms that are online, contin-

uous, and all the while, differentiable, is, again, necessary

for the proactive and close-loop imaging approaches.
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Figure 1 (Color online) Embodied computational imaging paradigm: traditional computational imaging pipeline takes imaging,

analysis, and scientific discovery as sequentially separate stages, hindering the potential for seamless collaboration among them.

The new paradigm, embodied computational imaging, treats the process from imaging to scientific discovery as an integrated,

closed-loop pipeline. This new approach brings the opportunity of handling SUP, leading to revolutionary applications across

various fields, such as biology, life sciences, and time-domain astronomy.

The scientific community has been shifting its focus from

reductionism (taking the pieces apart) to systems theory

(understanding the larger picture by putting its pieces to-

gether). For instance, the biology paradigm has evolved

from molecular biology to integrative biology, and astron-

omy study has entered a new era of time-domain astron-

omy survey. This shift demands significant steps toward in

situ imaging, holistic data integration, and adaptive learning

frameworks. These are necessary to comprehensively cap-

ture and interlink, and unveil the multiple facets of physical

information inherent in scientific phenomena and the funda-

mental laws governing them. However, within the current

paradigm of computational imaging, imaging and scientific

discovery are treated as two separate stages. The connection

between them heavily relies on manual analysis and induc-

tion. This artificial separation introduces a barrier between

event capturing and scientific discovery. Consequently, this

affects the quality of imaging, the efficacy of analysis, and

the capability of discovery.

Embodied computational imaging. To overcome the tech-

nological bottlenecks in multi-domain, multiscale scientific

observation and discovery, we propose a new paradigm, em-

bodied computational imaging, which addresses the com-

mon challenges mentioned above. Figure 1 illustrates the

core concepts of this new paradigm.

Embodied computational imaging draws inspiration from

embodied artificial intelligence (embodied AI), an emerg-

ing research field in artificial intelligence that has received

widespread attention in recent years [3]. Embodied AI fo-

cuses on developing an understanding of the environment

through embodied entities that engage in active interactions,

thereby achieving the co-evolution of environmental under-

standing and interaction strategies. Similarly, in embodied

computational imaging, imaging systems are no longer tools

that respond passively but are intelligent agents equipped

with built-in modeling and analysis abilities. These imag-

ing agents are capable of sensing, computing, and taking

actions. They autonomously optimize imaging strategies

based on scientific problems and domain knowledge.

The core of embodied computational imaging is the trin-

ity of embodied imaging, modality fusion, and phenomenon

interpretation. The embodied imaging module upgrades

the traditional imaging systems into differentiable embod-

ied imaging agents, which autonomously intervene in the

observation process, accept feedback from the other mod-

ules, optimize hardware design and parameters, and intelli-

gently and proactively schedule observation. Synchronously,

the modality fusion module models the evolution of SUP by

fusing diverse, multimodal signals from multiple sources. It

employs differentiable physical solvers to achieve efficient

integration of physics priors and the registration of mul-

timodal information. Meanwhile, built upon differentiable

continuous active learning approaches and customizable ma-

chine learning frameworks, the phenomenon interpretation

module leverages observation results and domain knowledge

to analyze and interpret the physical laws underlying the

phenomena, thereby acquiring new domain knowledge.

These three modules constitute a fully differentiable

imaging and computing pipeline. Being differentiable im-

plies that each component within the pipeline can produce

predictions through embedded parametric models and can

mutually fine-tune based on the discrepancies between their

predictions and actual observations. Unlike existing meth-

ods that typically rely on pre-trained networks and cannot

adaptively respond to new SUP, the proposed system fea-

tures a tightly coupled software and hardware design, fit-

ting in the framework of software-defined hardware. Each

module of the system can optimize its parameters based on

the outcomes of other modules. For example, in the system

proposed by [4], the imaging process optimizes the hardware

design and parameters on the fly based on observed phenom-

ena and targeted scientific discovery, providing proactive

and closed-loop sensing and interpretation, thus an overall

significant performance improvement.

Embodied computational imaging effectively addresses

the aforementioned challenges encountered by existing imag-

ing systems when dealing with SUP. The Embodied Imaging

module equips these systems with target-driven observation

capabilities, enhancing their responsiveness to fast-changing

environments and signals. The Modality Fusion module pro-

vides efficient ways to model physics and enables the regis-

tration of multimodal physical information to create a com-

prehensive view of complex phenomena. The Phenomenon

Interpretation module significantly improves the adaptivity

of the learning methods, enabling online understanding of

the physical mechanisms behind phenomena. This entire

paradigm operates in an integrated manner, enabling precise

guidance in image acquisition and in situ observation, facili-

tating immediate analysis of observations, capturing the full

scope of dynamic processes, and obtaining a comprehensive
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interpretation of SUP.

Prospects for life sciences and astronomy. The proposed

embodied computational imaging paradigm enhances obser-

vational performance on SUP by supporting high fidelity

imaging and effective data analysis, and fosters scientific dis-

coveries across a broad spectrum of disciplines. It has the

potential to revolutionize applications across various fields.

In biology and life science, the new paradigm can ad-

dress the limitations of traditional optical microscopes and

enable the creation of a next-generation microscopic imag-

ing system capable of high-throughput, long-duration, high-

resolution, multimodal, and multiscale imaging. Such a

system can comprehensively capture morphological changes

and interactions of living organisms across spatial and tem-

poral scales. It potentially enables the creation of digital

cells that precisely model the dynamic life processes of cells

both spatially and temporally. This helps tackle significant

problems in biology and life science research, including the

mechanisms of signal storage and transmission in the brain,

regulation, and counter-regulation in tumor cells, and com-

prehensive modeling of cellular processes.

Similarly, in time-domain astronomy, large-scale astro-

nomical surveys play a critical role in the study of the dy-

namic universe, one of the three major scientific challenges

in astronomy for the next decade. The new paradigm can

transform telescope arrays into embodied imaging systems,

allowing for intelligent and fully automatic observations that

facilitate the systematic and rapid search for rare transient

phenomena, thereby solving the challenges of high-frequency

and large-scale surveys using large telescope arrays. Fur-

thermore, the paradigm incorporates advanced methods for

the detection and modeling of SUP. By integrating astro-

nomical data across multiple wavelengths and messengers,

it facilitates rapid and efficient follow-up precision measure-

ments using more powerful telescopes. These complemen-

tary observations in time-domain and multi-messenger as-

tronomy allow for the effective detection of previously elu-

sive and rare transient phenomena. This improved observa-

tional capability opens new avenues for more detailed inves-

tigations into dark matter, dark energy, cosmic expansion,

and physics in extreme environments such as black holes and

stellar explosions.

Embodied computational imaging possesses a complete

spectrum of capabilities, extending from the observation of

phenomena to scientific discovery. This capability enables

the continuous modeling of universal principles across var-

ious fields. With recent advancements in artificial intelli-

gence, these universal principles can be encapsulated within

what are referred to as World Models [5]. World Model is an

emerging concept in both embodied AI and generative AI.

When provided with a large amount of video footage and

data from other modalities such as text, audio, and 3D in-

formation, a World Model is supposed to extract the physics

and other principles embedded in the data, enable visually

consistent content generation, and can serve as a key com-

ponent in embodied AI systems that predict event evolution

of the environment. Therefore, how to generate an accurate

world model is of key importance.

With the capability of embodied computational imaging,

the World Models can be continually built, evaluated, and

updated with proactive live observations. The world mod-

els of various domains can be separately built, and together

form a universal world model. For instance, by studying

the motion and interaction across a continuum from the mi-

croscopic realm of molecules to the macroscopic levels of

cells, tissues, organs, and entire living organisms, we can

develop digital life process (DLP) models. These models of-

fer a holistic view of the various stages and aspects of life,

covering an impressive range of eight orders-of-magnitude in

both time and space, and give rise to self-assembly cascades

and intricate networks of interactions essential to the func-

tioning of life. Similarly, by continuously observing and an-

alyzing dynamic phenomena in the universe that occur over

periods ranging from seconds to years, such as stars, white

dwarfs, collisions of black holes, and stellar explosions, we

can construct digital universe (DU) models. These models

will revolutionize our comprehension of a wide range of sub-

jects, from the origins of carbon in living cells and metals in

our computers, to the universe’s expansion history since the

Big Bang, the lifecycle of stars, and the physics surrounding

black hole event horizons.

Embodied computational imaging systems, equipped

with proactive observation capabilities, are expected to of-

fer an online framework for training and validating these

domain-specific World Models. Moreover, World Models

can guide embodied observation systems to enhance their

capabilities via embodied exploration and self-improvement.

By leveraging the accumulated domain knowledge and the

World Models, embodied computational imaging systems

will significantly increase the efficiency of observations and

lead to significant scientific breakthroughs.

Conclusion. In this article, we have analyzed the common

challenges that current imaging systems face, particularly

when dealing with spatiotemporally ultrasensitive phenom-

ena (SUP). We present embodied computational imaging, a

new paradigm that addresses these challenges and has the

potential to revolutionize applications across various fields.

Currently, the rapid development of artificial intelligence,

such as embodied AI, differentiable physics, and customiz-

able machine learning frameworks, has laid a solid founda-

tion for realizing the concepts of embodied computational

imaging. Meanwhile, the emergence of new theories, algo-

rithms, and systems in artificial intelligence and world mod-

els enables high-quality imaging driven by large-scale data

and rapid analysis, and furthermore, provides powerful tools

for efficient learning of domain knowledge. Concurring with

all of these advancements, developing the theory and system

of embodied computational imaging will not only propel sci-

entific discovery in various domains, but also help advance

artificial intelligence in real world scenarios.
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